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Abstract

The scientific vision of nanotechnology is the atomically precise fabrication and manipulation of mechanical and electronic components. A promising route to such control on the molecular scale, is to construct components from controllable molecules. Of these, molecules with properties bi-stably and reversibly modifiable by external stimuli, so-called molecular switches, are the simplest case with obvious applications.

The azobenzene molecule qualifies in this class by undergoing reversible photo-isomerization between its cis and trans conformers with particularly high yield and stability, rendering it an archetype of molecular switches research. Ostensibly, direct interaction with single or few switch units requires localization and ordering of switches, e.g. adsorbed at a solid surface. However, so far, surface adsorption of azobenzene without substantial to total loss of switching function has not been achieved. The use of ligands decoupling switch moieties from the substrate, while a promising possible solution to this problem, has a comparably detrimental influence in a number of cases.

This thesis investigates azobenzene adsorption in the two model cases of complete and no switch - substrate decoupling, using theoretical surface science techniques. Aiming at quantitatively predictive modeling, a wide range of first-principles and ab initio simulation methods is employed. Since in particular interactions of organic molecules with metal surfaces pose a tremendous challenge to such methods, the second main theme is methodological in nature, notably addressing the problem of simultaneous treatment of a metallic substrate bandstructure, and weak van der Waals (vdW) substrate - adsorbate interactions.

In combination with various experimental X-ray and UV/Vis spectroscopy techniques, azobenzene-functionalized self-assembled monolayers (SAMs) are studied as an example of complete switch - surface decoupling. The results identify excitonic coupling between switch units as a main cause of switch yield loss in this system. Implying that such loss is intrinsic to azobenzene above a critical component density, this finding – in addition to previously discussed steric limitations on switch motion – is crucial to future design of surface-decoupled switch arrays.

Direct switch adsorption at close-packed coinage metal (Cu, Ag, Au) surfaces is modeled explicitly accounting for the substrate electronic structure. The current work-horse simulation method for such a problem – density-functional theory (DFT) with (semi-)local exchange-correlation functionals – is shown to yield qualitatively incorrect results, primarily due to its deficient description of vdW interactions.

Currently beyond the capabilities of accurate ab initio techniques, the problem is revisited using DFT with semi-empirical correction potentials (DFT-D), resulting in a more plausible and consistent bonding picture at all three substrates. State-of-the-art X-ray spectroscopy experiments find the geometry prediction of the most sophisticated correc-
tion scheme remarkably accurate. The lower accuracy of the energetic predictions within this approach is explained in terms of its inherent neglect of screening at the metal surface. In addition to identifying a route to further improvements of the DFT-D method, this suggests that already existing schemes are capable of currently otherwise unattainable geometry predictions, from which particularly chemically relevant structures can be selected for a focused higher-level treatment. Finally, a route to arbitrarily accurate such energetic predictions is presented and summarily illustrated with proof-of-concept calculations.
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1. Introduction

The discovery of quantum theory revolutionized science. Fundamental questions posed by earlier scientific advances, such as the nature of the spectrum of light, the principles behind the structure of the periodic table of elements, and what causes atoms to repel or bond to each other, all were answered in a single, comprehensive theory.

In a perhaps quintessentially human fashion, this new-found insight soon evolved into the desire to control and exploit properties of matter in technological applications on the molecular or nano-scale. Of the several post-war scientific visions of the potential of nanotechnology, Richard Feynman’s 1959 lecture “There’s Plenty of Room at the Bottom” is considered seminal. In his characteristic no-nonsense manner, Feynman argued that it should be possible to store information at a density limited only by the size of single atoms, and manipulate “tiny hands” to create mechanical and electronic components out of molecular-sized chunks of matter.

As of this writing, mere weeks before the 50th anniversary of Feynman’s lecture, the pursuit of nanotechnology – or more precisely, the effort to fabricate and control atomically precise mechanical and electronic components – has brought a host of ground-breaking technological advances, including everything from the mind-boggling development of computers and the Internet, to first successes with nano-particle assisted cancer drug delivery in lab animals. In science, this process has brought forth and relied upon related fields such as surface science – the study of the physics and chemistry of solid interfaces – to which this thesis contributes.

A possible answer to the question of how control over molecular-scale components can be achieved, is to simply construct components out of controllable molecules. The simplest such component with obvious applications is a molecule bi-stably and reversibly modifiable by external stimuli – a so-called molecular switch. The class of molecular switches contains a number of variations on the theme, including e.g. conformational switches via reversible molecular chirality, and switching of spin-states, and therefore visible color, of certain ferrous compounds in solution. Molecular switching is also a common biological process, exemplified by the conformational switching of retinal transforming light detected by the eye into neural impulses.

However, an ideal candidate molecule for a technical implementation should be chemically simple, easily modifiable, and switch at particularly high efficiency. The azobenzene molecule (C₆H₅-N₂-C₆H₅, sketched in Fig. 1.1), fulfills all of these criteria – in gas-phase, it bi-stably photo-isomerizes between its trans and cis isomers under illumination with light of two well-separated wavelengths. Essentially a microscopic light-to-mechanical energy converter, or light-driven motor, this molecule is even robust enough to switch

[See transcript at www.its.caltech.edu/~feynman/plenty.html]
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Figure 1.1.: Sketch of the azobenzene molecule, superimposed on a symbolic reaction path. Left: The trans isomer. Right: The cis isomer. Top: View perpendicular to the molecular axis. Bottom: View parallel to the molecular axis.

Macroscopic objects in large ensembles – for example, in Fig. 1.2 a plastic film coated with an azobenzene derivative is shown reversibly bending in a direction dependent on the polarization of incident photons.

Consequentially, azobenzene has particularly in the last two decades come under intense scrutiny, to the point of rendering it a candidate Drosophila of the molecular switches class. Its suggested potential applications now include everything from high-density storage media and conductors in logical gate circuits, to the simple light-driven actuator shown in Fig. 1.2.

Nevertheless, switching of molecular ensembles is not technically nanotechnology – in order to fully exploit the properties of azobenzene, control over individual or few molecular units must be attained. The perhaps most obvious route to this goal, is by localization and ordering of switches in a fixating medium, e.g. in a molecular crystal, or adsorbed at a solid surface. For microelectronics, in particular the latter option is of interest.

However, such localization, implying modification and / or influencing of the switch on the scale of the switch itself, generally has subtle and detrimental consequences for the switch function. In fact, as will be further elaborated upon in the next chapter, switching by light of pure azobenzene directly adsorbed at a solid surface has never been attained, despite ample attempts.

The obvious solution to this problem, namely decoupling the switch unit from the surface by functionalizing it with a ligand which in turn attaches to the surface, also by necessity implies a modification of the switch electronic and geometric structure, with equally subtle – and in several cases comparably negative – consequences for the
Figure 1.2: From Yu et al. A plastic film coated with an azobenzene-based compound bends reversibly in the polarization direction upon illumination with ultraviolet and visible light.

switch function. The realization of azobenzene-based nanotechnological components is evidently entirely contingent on a detailed understanding of not only the molecule itself, but also of its interaction with various environments and changes of function with small variations of the switch structure.

In this context, theoretical first-principles and \textit{ab initio} modeling – or the search for and study of practical approximate solutions to the equations of quantum mechanics – stands to offer a unique perspective. Modeling the microscopic properties of matter from the mathematical laws of physics alone allows for explanations and predictions of the material-specific mechanisms behind observed phenomena of unprecedented detail. Ideally, given models of sufficient rigor, first-principles theory could predict precisely how those mechanisms work, in the case of adsorbed azobenzene e.g. under variations of substrate or ligand type and structure.

This defines the main theme of this thesis, namely the investigation of azobenzene adsorption at solid surfaces, in the two model cases of maximal (here represented by azobenzene-functionalized self-assembled monolayers) and minimal (corresponding to direct surface adsorption) surface decoupling of the switch moiety, by means of first-principles and \textit{ab initio} techniques in the context of theoretical surface science.

However, the dramatic, sensitive and in significant parts unexplained behavior of azobenzene imposes severe restrictions on acceptable assumptions: Every concession of simplifying approximations to the complexity of a problem falling squarely between traditional divisions of – and inheriting the methodological challenges of both – theoretical physics and -chemistry, risks smoothing over significant detail. As we shall see, the aim of quantitative predictions under such conditions quickly reaches the current limits of standard methodology. Specifically, the combination of explicitly treated metal surface physics with light molecule chemistry implied by the second adsorption case above, is a daunting task for current first-principles theory. Therefore, the secondary theme of
this thesis is methodological in nature, focusing on exploring the limits and furthering the development of available simulation methods.

This thesis is organized as follows: Previous research and the details of the consensus view on the properties of azobenzene are summarized in chapter 2. Next, the textbook theoretical techniques used in this work are summarily described in Part I (all non-standard methodology is described and discussed in context in the main chapters). Part II details the work on surface-decoupled switches. For greater clarity and brevity of the main text, much of the routine (albeit important) technical detail in this and the following two parts has been relegated to appendices in Part V. The second case of minimal switch - surface decoupling is the topic of Part III. Finally, a few purely methodological aspects of, and potential future developments made possible by this work, are discussed in Part IV. Unless explicitly otherwise stated and duly cited, all results, figures, numbers and conclusions presented constitute original research. Most of this work has been published in various scientific journals; the publications are for convenience listed separately on page 141.
2. Status of Current Research

One of the first accounts of the interesting properties of azobenzene was given by Teitel in 1957. It reports, that a viscous solution of the azobenzene derivative Congo Red under illumination with polarized light becomes dichroic, an effect which remains stable for on the order of a week. Later confirmed by Neporent et al., this phenomenon was initially attributed to simple rotation of photon-absorbing molecules upon illumination. Studies on derivatives in a solid form preventing reorientation of the molecules were performed in the following years, and in 1971 Makushenko et al. could confirm that the azobenzene moiety indeed reversibly isomerizes under illumination with light in the visible and ultraviolet spectrum. Perhaps the first prototypical technical implementation appeared in 1984, when Todorov et al. reported an optical application in holography, exploiting photo-induced dichroism and birefringence in the azobenzene derivative Methyl Orange. Proposed applications of azobenzene continued to emerge with steadily increasing frequency until the early nineties when, following the budding nanotechnological research, the interest in azobenzene sharply increased. Ever since, hundreds of scientific publications on properties and applications of azobenzene and -derivatives have been produced per year.

Consequentially, the crystal structure of azobenzene is by now well characterized. The molecule has two conformers, a $C_2$ symmetric, planar trans and some 0.6 electron-volt (eV) less stable $C_2$ symmetric, torsioned-twisted cis isomer (see Fig. 1.1). The photo-isomerization reaction is induced by resonant excitations involving the frontier $\pi^*$, $n$, and $\pi$ molecular orbitals (MOs), corresponding to the lowest unoccupied MO (LUMO), the highest occupied MO (HOMO) and HOMO-1, respectively (see Fig. 2.1). In the cis isomer, the cis-trans reaction is triggered by excitation of the $n-\pi^*$ resonance centered at 430 nanometers (nm) wavelength, corresponding to the first singlet excited state or $S_1$. This resonance is dipole forbidden in the higher symmetry of the trans isomer, in which the trans-cis isomerization is therefore induced chiefly by excitation of the $\pi-\pi^*$ resonance at 320 nm, corresponding to the second singlet excited state $S_2$. In the trans isomer the two lower lying $\pi$ orbitals, in Fig. 2.1 labeled $\pi_{\varphi}$, are degenerate by symmetry. The corresponding $\pi-\pi^*$ resonances or singlet excitations $S_3$ and $S_4$ are naturally also degenerate. Of these, only the latter is optically bright and visible in experiments. In solution, the yield of both ways of this reaction is very high – near unity, and isomerization (or switching) can be achieved using a simple photodiode. The activation energy for thermal isomerization is also high, approximately 1 eV, leaving both conformers exceptionally stable even at room temperature.

Why and how the photo-isomerization reaction occurs, has long been a controversial issue. Photo-isomerization being an electronic structure phenomenon with geometrical structure consequences, it can be formulated as the question of how the electronic and...
geometric structure evolve along the reaction path, and to what degree these evolutions are coupled. In particular, the question of which of the structural torsion path, where bending and twisting of the azo (-N=N-) bridge is accompanied by a rotation of a phenyl ring around what in the trans isomer would be the molecular axis (see Fig. 1.1), or the inversion path, in which the latter rotation is replaced chiefly by bending around the CNN bond angle, is favored, is almost as old as the field itself.\textsuperscript{20–22}

The first conclusive experimental indication of the latter mechanism appeared in 1982, when Rau et al.\textsuperscript{23} observed cis-trans isomerization in azobenzene molecules functionalized in such a way as to specifically block the rotation path. Still, functionalization substantially reduced the yield of the trans-cis reaction, leading the authors to conclude that rotation (inversion) was the main mechanism in the trans-cis (cis-trans) isomerization. This result was followed up and further confirmed in 1984.\textsuperscript{24}

\textit{Ab initio} theoretical simulations have made substantial contributions to the characterization of the electronic degrees of freedom. Using potentially highly accurate configuration interaction (CI, see chapter 3) calculations to scan the molecular geometry in the $S_1$ state, Monti et al.\textsuperscript{25} found a large barrier along the rotation pathway, and no barrier along the inversion path, ostensibly in agreement with Rau et al.’s findings. Unfortunately, the computational cost of CI only allowed for small, Slater type basis sets in these calculations, leaving the accuracy of the overall level of theory relatively modest. Lednev et al.\textsuperscript{26,27} explained transient absorption components in terms of the $S_1$ and $S_2$ barriers calculated by Monti et al.

Using time-resolved absorption measurements, Nägele et al.\textsuperscript{17} found that the cis-trans isomerization occurs considerably faster (170 fs) than the trans-cis isomerization (320 fs), suggesting a steep, barrier-free reaction path in the former, and a somewhat more gradual reaction path in the latter case, adding further clues for the theoretical investigations. Cattaneo and Persico\textsuperscript{28} were able to more exhaustively characterize the low-lying excited singlet as well as triplet reaction paths, using multireference perturbation theory and complete active space self-consistent field (CASSCF) methods, justified by the strong multireference character of the wave-function at the transition geometries. While the resulting paths differed substantially from those found by Monti et al., this did not lead to any essentially different conclusions.

Ishikawa et al.\textsuperscript{29} revisited the problem using similar methodology, finding a so-called conical intersection, or degeneracy in two electronic states “funneling” de-excitations from higher excited states, between the $S_1$ and ground (i.e. $S_0$) states near the midpoint of the rotation pathway. Additionally, it was found that the $S_2$ surface lacked conical intersections with $S_0$, leading to the assertion that trans-cis isomerization must follow $\pi - \pi^*$ excitation via de-excitation through $S_1$ and $S_3$, in contrast to the simpler mechanisms discussed by previous theoretical work.

Femtosecond spectroscopy combined with \textit{ab initio} excited state molecular dynamics performed by Schultz et al.\textsuperscript{16} underscored the importance of the $S_3$ and $S_4$ surfaces in the trans-cis isomerization, with the resonance corresponding to the latter found to be of comparative brightness to the $S_2$ resonance. Later work by Cembran et al.\textsuperscript{30,31}, using a combination of CASSCF, second-order CAS perturbation theory (CASPT2) and density-functional theory (DFT), in essence confirmed the picture established by
Ishikawa et al., with the photo-isomerization on the $S_1$ surface clearly preferring the torsion path, and the inversion path only open to $S_1$ isomerization at excitation energies above 1 electronvolt. In addition, this study found a conical intersection between $S_2$ and $S_3$, and identified $S_3$ as the lowest lying state at large phenyl – phenyl twists.

Later work by Tiago et al. using the alternative methods of constrained (CDFT) and time-dependent (TDDFT) DFT also supported the view of the rotation path as the most favorable. Concurrent with the Cembran et al. publications, Diau proposed a combination of the torsion and inversion paths, the concerted inversion path, as the most favorable.

In summary, one could characterize the results of these endeavors as one of those intriguing, and often frustrating, cases in science where further investigation only seems to add to the dimensionality of the problem. Despite the considerable progress in the understanding of the details of the photo-isomerization of azobenzene the above cited literature represents, no given path or specific mechanism can be attributed to all observed reactions and reaction characteristics. Another evident conclusion is, that whatever the preferred switching reaction path is, it must be highly sensitive to modification of the molecular geometric or electronic structure – in fact, it is not clear whether azobenzene in different ambient conditions isomerizes in ways at all similar to that of the actual gas-phase molecule.

Obviously, a necessary requirement for the use of azobenzene as a nano-scale mechanical component, is that its function is not destroyed by its very integration into the machinery. Furthermore, precise control over the function and state of such a component, is contingent on a corresponding degree of control over the molecular geometry. It is therefore natural, that current literature on azobenzene adsorbed at solid surfaces is characterized by its pursuit of two major goals, namely maintenance or enhancement of the switch reaction yield, and control of the adsorption geometry.

Given these two requirements, the choice of an optimal substrate is difficult. While
bonding of some strength is necessary for localization and ordering of adsorbates, strong
electronic coupling between adsorbate and substrate likely disturbs the switching mech-
anism. Switching may also be sterically hindered by adsorbate ordering incompatible
with the free volume requirements of either isomer. Ostensibly, the non-zero but weak
interactions of aromatic molecules with close-packed surfaces of the coinage metals
(copper, silver and gold) make them prime candidates for such an optimal substrate.
However, even at these in the field predominantly adopted substrates, adsorbate excited
states are quenched by coupling to the substrate electronic structure.

This is a problem for photo-chromic molecular switches in general, and strategies
aiming at decoupling the switching moiety from the substrate by functionalization with
ligands acting as spacers have been developed. Still, such a functionalization may
itself affect switching mechanisms, e.g. in the case of azobenzene significantly shifting
the energetic positions of the resonant excitations, quenching transitions dependent on
where the ligand is attached, or modulating solvent effects in addition to changing
steric properties.

The optimal decoupling of the azobenzene moiety from the substrate, depending on
the intended application, lies between the two limits of none, where the pure molecule is
adsorbed directly on the surface, and total, where the spacer ligand is sufficiently large
for the surface influence on the switch moiety to be negligible.

Literature on systems around the former extreme is dominated by a multitude of
experimental Scanning Tunneling Microscope (STM) studies. Atomic Force Mi-
croscopes (AFM) have also been successfully, albeit more rarely, employed. Pure,
ligand-free azobenzene adsorbed directly at Au(111) have been found to self-assemble
in superstructures commensurate with the substrate, and exhibit strongly substrate-
dependent diffusion behavior at Cu(100).

While nicely adhering to the second above requirement, this approach is less successful
by the first, since no experiment to date has been able to photo-isomerize pure azoben-
zene at coinage metals by illumination with light. This is likely a consequence of the
mentioned quenching of the molecular excited states. At Au(111) however, switching
can be induced by the STM-tip by ramping the bias voltage in short pulses, creating
a powerful local electric field in the vicinity of the tip. Although the precise mechanism
behind this field-induced switching as of yet is not well understood, interest in exper-
imental investigations of the properties of adsorbed pure azobenzene appears to have
waned, judging by the relative sparse publication record. Presumably, this is because of
the difficulties in maintaining the switching yield.

Instead, the effects of functionalization by ligands of intermediate size have been stud-
ied in a host of derivatives. Results show, that even relatively modest variations
in functional group (ligand) form, substrate element and substrate packing fraction give
rise to a plethora of different switching behaviors:

For instance, azobenzene functionalized with methoxycarbonyl groups in one meta
position (see Fig. 1.1) per phenyl ring, or di-meta-methoxycarbonyl-azobenzene (CMA),
self-assembles in a rich structure of several distinct structural species at Au(111).
Instead substituting the methoxycarbonyl groups for cyano groups in di-meta-cyano-
azobenzene (DMC), gives irreversible STM tip-induced switching at Cu(100), as is also
the case of Methyl Orange (4-dimethylaminoazobenzene-4-sulfonic acid) at Au(111)\textsuperscript{52}.

In contrast, tip-induced switching of the derivatives amino-nitro-azobenzene and Disperse Orange 3 at Au(111) is reversible between the two conformers\textsuperscript{53,58}, in the former case even selectively between the constituent molecules of the dimeric adsorption geometry.

The perhaps most studied intermediate-sized azobenzene derivative is tetra-\textit{tert}-butyl-azobenzene (TBA), in which groups of three butyl (CH\textsubscript{3}) groups are added to both \textit{meta} positions of each phenyl ring, forming 'legs' of an azobenzene 'table' adsorbing standing on the substrate. TBA switches efficiently at Au(111)\textsuperscript{59–65}, also by illumination with light\textsuperscript{60–62}, albeit requiring laser intensity as opposed to a photo-diode. The latter effect appears to be mediated by charge transfer of optically excited hot carriers from the substrate into the TBA $\pi^*$ (LUMO) orbital\textsuperscript{62}. Since substrate carriers are excited at all wavelengths, the possibility of choosing between trans-cis and cis-trans reactions by tuning the photon energy is lost. At Ag(111)\textsuperscript{49}, Cu(111) or Au(100)\textsuperscript{64}, the very same molecule does not switch by any means at all, in spite of the ostensibly comparable chemical properties of these surfaces. The intricate role played by the substrate in the switching process is emphasized by the for nano-technological applications perhaps most promising result so far:

In experiments performed by Dri et al.\textsuperscript{51}, TBA functionalized with an additional methoxy group (M-TBA) to add a finite dipole moment, was at Au(111) observed to switch with some two orders of magnitude greater probability at sites in a rectangular super-lattice in the molecular over-layer, commensurate with the herringbone-reconstructed substrate. This hints at another possible substrate role, namely \textit{mediating} or even \textit{enhancing} switching yield in a defined and predictable manner.

To date, the proposed explanations for these phenomena are almost as numerous as the different phenomena themselves. In addition to the traditional idea of the photo-isomerization, mechanisms such as switching by inelastic electron tunneling (IET)\textsuperscript{58}, coupling of energetic electrons to the substrate\textsuperscript{48}, or simply STM tip-induced changes in the electric field\textsuperscript{59} have been proposed.

The approach of completely decoupled switches to a degree circumvents the complexity of these phenomena, potentially providing a better foothold for technical applications by reducing the problem to a chiefly chemical one. Still, the described sensitivity of azobenzene to environment factors is not diminished by such functionalization, as the importance of aspects of the molecular assembly increases\textsuperscript{69}.

For instance, as the size of the spacer grows, the importance of the spacer inducing the desirable switch order increases with the diminishing direct switch-substrate interaction. Self-Assembled Monolayers\textsuperscript{70–71} (SAMs) of aliphatic molecules form a promising\textsuperscript{72} candidate class of such spacers. In particular \textit{n}-alkanethiols (HS – (CH\textsubscript{2})\textsubscript{n} – CH\textsubscript{3}) form SAMs of exceptional simplicity, stability and high order\textsuperscript{73–75}. Advanced contemporary synthetic chemistry allows for highly precise functionalization of azobenzene with for instance such a compound, potentially offering a wide range of 'switchable' functional surfaces.

However, the high degree of orientation observed in bi-phenyl-based SAMs\textsuperscript{76–78} suggests a further possibility, namely that the switch moieties themselves interact and
order. In fact, azobenzene derivatives with smaller spacers adsorbed at Au surfaces are known\textsuperscript{67,79} to form periodic structures with nearest neighbor distances of some 4.9 Ångström (Å), which is smaller than the unit cell of pure aliphatic SAMs\textsuperscript{80–82}. If the switch moiety interaction is sufficiently strong to dominate the structure of the functionalized SAM, the steric hindrance associated with the resulting high packing fraction could have a detrimental influence on the switch function. This has indeed been attributed to the fact, that azobenzene-functionalized alkanethiolate SAMs to date have not been successfully optically switched\textsuperscript{83,84}. This is a general problem for functional self-assembled molecules\textsuperscript{85}, and has been addressed by further functionalizing the compound such that lateral molecular interactions become more repulsive, with some success\textsuperscript{86}. Nevertheless, such an add-on may be undesirable, as it naturally restricts the freedom of design of the SAM-switch compound.

For a theorist, the study of properties of surface-adsorbed azobenzene switches is a daunting task: Experimental results indicate as presented, that the properties of the pure or functionalized metal-surface adsorbed molecule, its ground- and excited state electronic structure, as well as switch-switch, switch-surface, and switch-spacer, and spacer-surface interactions all play an important part. A predictive theoretical treatment thus ostensibly requires theoretical models numerically feasible for medium to large model systems, yet sophisticated enough to treat light element chemistry, strong as well as weak, non-covalent interactions, excited states, and heavy-element metallic band-structure on an equal and accurate footing. As of this writing, no well-established solutions for such problems exist.

Consequentially, it comes as no surprise that, while the contributions of theory to the understanding of the gas-phase molecule are seminal, theoretical work on adsorbed azobenzene-based switches have hitherto been comparatively inconsequential, including e.g. simulations aiding the interpretation of STM images\textsuperscript{61}, attempts at inducing the properties of surface mounted switches from gas-phase properties alone\textsuperscript{87}, and explicit treatments of surface interaction effects at low levels of computational accuracy\textsuperscript{55} or using highly simplified surface models\textsuperscript{88}

This obvious deficiency forms the main justification of the scientific relevance of this thesis.
Part I.

Methodology
3. The Many-Body Problem

“The underlying physical laws necessary for the mathematical theory of a large part of physics and the whole of chemistry are thus completely known, and the difficulty is only that the exact application of these laws leads to equations much too complicated to be soluble. It therefore becomes desirable that approximate practical methods of applying quantum mechanics should be developed, which can lead to an explanation of the main features of complex atomic systems without too much computation.”

Thus spoke Dirac, in a famous publication from 1929. While the exuberance of this statement may seem exaggerated from a present-day perspective, it succinctly describes the goal of modern first-principles and \textit{ab initio} modeling. Indeed, the mathematical framework of quantum theory in principle allows for extremely accurate theoretical simulations of the electronic structure of atoms, molecules and solids, and on a \textit{qualitative} level, these equations define the fundamental working principles of modern chemistry. However, solutions for simulations of relevant \textit{quantitative} accuracy have only in recent decades become tractable, even for very simple systems.

The chapters of this Part are intended as a very brief review of the textbook such solutions employed in this thesis. As this review neither could achieve nor aims at achieving the level of detail and rigor found in standard literature on the subject, the reader is for each topic referred to suitable textbooks for greater depth. See e.g. the excellent review by Szabo and Ostlund for a superior presentation of the theory of the current chapter. All non-textbook techniques employed or developed in this work are described in their respective contexts in the main chapters.

In general, predicting the ground-state electronic structure of matter amounts to solving the time-independent Schrödinger equation

\[ E = \langle \Psi | \hat{H} | \Psi \rangle \]  

(3.1)

where $E$, $\hat{H}$ and $|\Psi\rangle$ represent the total energy, the Hamiltonian operator and wavefunction of the $N$ constituent electrons and $M$ atomic nuclei in a given arbitrary system, respectively.

In principle, Eq. (3.1) is a partial differential equation of $3(N+M)$ variables. However, due to the large rest mass ratio between electrons and nucleons, the nuclei can be assumed stationary on the scale of electronic motion, over a large range of momentum ratios. The resulting \textit{Born-Oppenheimer} (BO) approximation decouples the nuclear and electronic degrees of freedom, and allows for solving Eq. (3.1) only for the latter ($3N$ variables). This approximation is generally well justified for typical chemical systems, but breaks down in e.g. ultra-fast scattering processes.
The BO Hamiltonian has a simple form in atomic units:

\[
\hat{H} = -\frac{1}{2} \sum_{i=1}^{N} \nabla_i^2 - \sum_{i=1}^{N} \sum_{k=1}^{M} \frac{Z_k}{|\mathbf{r}_i - \mathbf{r}_k|} + \sum_{i=1}^{N} \sum_{j>1}^{N} \frac{1}{|\mathbf{r}_i - \mathbf{r}_j|} + E_{\text{nuc}},
\]  

(3.2)

where \(Z_m\) and \(\mathbf{r}_m\) are nuclear charges and particle position vectors, respectively. Since the kinetic energy of the nuclei is approximated as zero, the Laplacians of Eq. (3.2) specifically represents the electronic kinetic energy. The remaining terms from left to right correspond to the electron - nuclear interaction, the electron - electron interaction, and the constant nuclear - nuclear interaction. The last, constant term is henceforth excluded (implicitly added) for brevity.

Electrons are fundamental fermionic particles. The famous Pauli exclusion principle states, that a wave-function of identical fermions must be anti-symmetric. The spectrum of \(\hat{H}\) is bounded below by the exact BO ground-state total energy \(E_{\text{BO}}\). Calculating the ground state total energy of a set of identical fermions thus amounts to finding the energy minimum under arbitrary variations in a set of anti-symmetric functions \(\{\Phi\}\) – the ground-state satisfies the variational principle. If \(\{\Phi\}\) spans the full space of eigensolutions to \(\hat{H}\), the energy minimum corresponds to the exact \(E_{\text{BO}}\). The set \(\{\Phi\}\) can be written as linear combinations of a set of spatial orbitals \(\{\varphi_i\}\), which in turn can be formed from a set of orthonormal three-dimensional basis functions. In a collinear spin model, i.e. with two different kinds of identical electrons, these orbitals are doubly degenerate.

Simple linear algebra yields, that the sought linear combinations correspond to Slater determinants

\[
\Phi = \frac{1}{\sqrt{N!}} \begin{vmatrix} \varphi_1(\mathbf{x}_1) & \cdots & \varphi_N(\mathbf{x}_1) \\ \vdots & \ddots & \vdots \\ \varphi_1(\mathbf{x}_N) & \cdots & \varphi_N(\mathbf{x}_N) \end{vmatrix},
\]  

(3.3)

where \(\mathbf{x}_i = (\mathbf{r}_i, \sigma_i)\) is a generalized spatial and spin \((\sigma)\) coordinate of electron \(i\). The full set \(\{\Phi\}\) is defined by all possible row (particle) permutations of Eq. (3.3).

This solution has three properties of particular relevance. First, it is entirely transferable: \(\hat{H}\) contains no information specific to a given system, and the above sketched approach can be applied to a single atom, a finite molecule or a semi-infinitely extended solid alike. Second, it is highly accurate: Apart from the generally well justifiable BO approximation, the finite basis set is the only limitation on the accuracy. Although infinite and orthonormal – and thereby complete – basis sets can be constructed, one is in practice restricted to the choice of a certain finite basis set. Finding an exact finite basis set for a given physical wave-function is technically possible, but generally requires knowledge of that wave-function. However, thanks to the variational principle, the exact \(E_{\text{BO}}\) is monotonically approached as the ground state total energy is recalculated for basis sets of increasing size. Therefore, the basis set constitutes an approximation, but a systematically and arbitrarily improvable one.

Third and most importantly, it is very poorly scaling: The number of necessary Slater
determinants is a binomial coefficient of $N$. The number of terms to calculate is to leading order proportional to that coefficient, in strict analogy to a general many-body problem. Thus, this solution is in practice only feasible for benchmark calculations of single small molecules – already $N^2$ is a tremendous challenge with a decent basis set – and the necessary computational effort increases so rapidly with system size, that this method is not likely to become significantly more useful even in the future.

In summary, this nicely illustrates the known but difficult solution discussed by Dirac. One might further define the criteria for a “practical method” for the prediction of a given quantity in a given system, as scaling low enough to make a solution for this and preferably slightly larger systems at all possible, accurate enough to provide a falsifiable prediction of the relevant quantity, and transferable enough to not require detailed information specific to each studied system. In the following, a few standard such solutions are discussed from the perspective of these three criteria.

### 3.1. Hartree Theory

A simpler classical mean-field approach satisfying the variational principle was proposed by D. R. Hartree\(^9\). In the so-called Hartree approximation (HA), electrons only interact via an effective single-particle potential corresponding to the mean Coulomb field of the other electrons, and the Pauli principle is neglected – the Ansatz wave-function is a simple product of orbitals. With the norm of each orbital $\phi_i$ constrained by a Lagrangian multiplier $\epsilon_i$, the Hartree ground state energy $E_{HA}$ is explicitly written as

\[
E_{HA} = -\frac{1}{2} \sum_{i=1}^{N} \int d^3r \phi_i^*(r) \nabla_i^2 \phi_i(r) - \sum_{k=1}^{M} Z_k \int d^3r \phi_i^*(r) |r - r_k|^{-1} \phi_i(r) \\
+ \frac{1}{2} \sum_{i,j=1}^{N} \int d^3r d^3r' \phi_i^*(r) \phi_j^*(r') |r - r'|^{-1} \phi_j(r') \phi_i(r) = T_0 + E_{ext} + E_H = \sum_{i=1}^{N} \epsilon_i
\]

where the kinetic energy of non-interacting electrons $T_0$, the interaction energy with an external potential $E_{ext}$ (here equal to that of the ionic nuclei) and the Hartree energy $E_H$ have been identified in the second to last step.

The Hartree potential corresponds to that of the total electronic density $n(r) = \int d^3r |\phi|^2$. Specifically, e.g. in the case of a single electron ($i = j$), the Hartree term of Eq. (3.4) does not vanish – the single electron has a 'many-body' interaction with its own density. Thus, this formulation of $E_{HA}$ includes an unphysical self-interaction energy. In combination with the unphysical symmetry of the wave-function, this makes the Hartree approximation highly inaccurate. On the other hand, the Hamiltonian is still that of the exact solution, making the Hartree approximation equally transferable, and its formal scaling is a comparatively very modest $N^3$.

The Hartree ground state of a given Hamiltonian and basis set via the orbitals corresponds to a certain basis function coefficient matrix. In practice, this is found by
variation of the coefficients under iterative updates of the charge density, effective potential and wave-function, until a stationary point, corresponding to a self-consistent charge density, is found.

3.2. Hartree-Fock Theory

Faced with the limited accuracy of the Hartree approximation, V. Fock suggested an extension of the Hartree approximation to a non-classical mean-field approximation of correct wave-function symmetry, but still satisfying the variational principle. This is achieved either by instead choosing a single Slater determinant as the Ansatz wave-function, or equivalently introducing the so-called Fock operator in Eq. (3.4). Thus, the previously sketched exact solution corresponds to minimizing $\hat{H}$ in the set of all possible permutations of particles, or configurations of the Hartree-Fock wave-function, and is consequentially called configuration interaction (CI) in contemporary literature.

The ground state total energy $E_{\text{HFA}}$ in the Hartree-Fock approximation (HFA) is

$$E_{\text{HFA}} = E_{\text{HA}} - \frac{1}{2} \sum_{i,j=1}^{N} \int d^3 r d^3 r' \varphi_i^*(r) \varphi_j^*(r') |r - r'|^{-1} \varphi_i(r) \varphi_j(r)$$

Equation (3.5) illustrates an important point: An anti-symmetric wave-function is inverted in sign under particle permutation or exchange, giving rise to an additional exchange interaction energy $E_x$ equal to the expectation value of the Fock operator. This interaction effectively repels identical fermions, leaving wave-functions of electrons with like spin strongly correlated. This correlation is a purely quantum mechanical effect, and completely neglected by the classical Hartree approximation. Furthermore, as a comparison of Equations (3.4) and (3.5) shows, $E_x$ exactly cancels $E_H$ when $i = j$ : $E_{\text{HFA}}$ is entirely self-interaction free.

$E_{\text{HFA}}$ is typically, analogous to $E_{\text{HA}}$, calculated using an iterative self-consistent field (SCF) algorithm. Again, the BO Hamiltonian has not been modified, leaving the transferability of the Hartree-Fock method intact, and because of the additional many-body interactions computed, it scales as $N^4$. The reward for this added computational effort is a substantially improved accuracy over Hartree theory – Hartree-Fock total energies typically recover on the order of 99 % of the exact BO ground state energies.

However, electronic wave-functions are also correlated by the instantaneous Coulomb interaction irrespective of spin. This weaker correlation is – given the nature of the exchange interaction somewhat unfortunately labeled the correlation interaction – neglected by any mean-field approximation. Therefore, just as the difference $E_{\text{HFA}} - E_{\text{HA}}$ defines the exchange energy $E_x$ for a given Hamiltonian and basis set, the difference $E_{\text{BO}} - E_{\text{HFA}}$ defines the corresponding correlation energy $E_c$.

Unfortunately, while the Hartree-Fock method is sufficient for a qualitative discussion of many chemical problems, quantitative predictions of interesting properties typically
require an accuracy up to three orders of magnitude better than 1% of the total energy. Therefore, current ab initio modeling typically uses so-called post Hartree-Fock techniques to add approximate correlation energies to $E_{\text{HFA}}$.

3.3. Post Hartree-Fock: MP2

The neglect of electronic correlation in Hartree-Fock can hand-wavingly be described as the neglect of possible non ground-state configurations of the Hartree-Fock groundstate. Correspondingly, post Hartree-Fock methods can be classified by the level of such excitations at which they approximate electronic correlation. Since the correlation energy is a relatively small contribution to the total ground state energy a wide range of possibilities for approximations exist, e.g. by means of an additional excitation operator in so-called coupled-cluster (CC) theory, or as a low-order many-body perturbation theory (MBPT) expansion of the difference between the CI and HFA solutions.

However, even these by now well understood and refined solutions are still plagued by the immutably mutually exclusive good transferability, accuracy and scalability: While ab initio methods as discussed are highly transferable, the formal scaling of accurate low-order methods such as CCSD (CC with single and double excitations) or CCSD(T) (CCSD with triple excitations added perturbatively) is still prohibitively poor; $N^6$ and $N^7$, respectively. Thus, if for example a CCSD(T) total energy of one benzene molecule takes a mere day with a given basis set and computational setup, calculating the corresponding dimer total energy requires more than two months of continuous runtime.

In this context, the second-order Møller-Plesset (MP2) approximation (i.e. second-order Rayleigh-Schrödinger MBPT) offers a popular alternative: Arguably the oldest of all post Hartree-Fock (HF) models, it is well studied, very simple to implement, and scales as a modest $N^5$. The MP2 total energy $E_{\text{MP2}}$ is written as

$$E_{\text{MP2}} = E_{\text{HFA}} - \frac{1}{4} \sum_{aibj} \frac{(\langle ai \mid bj \rangle - \langle aj \mid bi \rangle)^2}{\varepsilon_a + \varepsilon_b - \varepsilon_i - \varepsilon_j}$$

(3.6)

where $\varepsilon$ labels a HF orbital eigenvalue, indices $a, b$ and $i, j$ represent occupied and virtual HF orbitals, respectively, and using the integral notation convention

$$\langle ai \mid bj \rangle = \int d^3r d^3r' \varphi^*_a(r) \varphi^*_i(r) |r - r'|^{-1} \varphi_b(r') \varphi_j(r')$$

(3.7)

The MP2 approximation has a few important disadvantages, however: First, its correlation approximation is strictly second order, neglecting higher order terms that could be expressed in terms of double or lower excitations, as opposed to e.g. CCSD. Such so-called disconnected excitations are important low-order correlation contributions in many systems. Second, the MP2 correlation energy is the lowest order in a perturbation expansion. As such, it fails to describe repulsive terms present at higher MP orders – MP2 generally overestimates the correlation energy, e.g. in $\pi$-stacked compounds. Third, Eq. 3.6 becomes singular in a metallic system (i.e. in which Hartree-Fock orbitals such that $\varepsilon_a = \varepsilon_b = \varepsilon_i = \varepsilon_j$ exist).
4. Density-Functional Theory

As explained, the goal of first-principles and \textit{ab initio} theory can be described as the search for accurate, transferable and scalable approximations for the electronic exchange-correlation (xc) energy \( E_{\text{xc}} = E_c + E_x \). While calculating accurate exchange energies is relatively simple, competitive post Hartree-Fock correlation models are generally tremendously costly or of limited accuracy or applicability.

Another approach descendant of Thomas-Fermi theory is \textit{density-functional theory} (DFT). The following is but a rough sketch of the basics of DFT – the reader is referred to e.g. the excellent book by Dreizler and Gross\cite{Dreizler1990} for a more comprehensive introduction. The idea of DFT is to rewrite the Schrödinger equation with the charge density \( n(r) \) as the basic variable. Specifically, if there is a bijective correspondence between the Hamiltonian and the charge density, \textit{every} observable of the ground-state quantum system can be calculated from the charge density \textit{alone}, regardless of how that charge density is obtained. Since \( \hat{H} \) maps to a given ground-state wave-function \( \phi(r) \), from which the corresponding ground-state charge density \( n_0(r) \) follows, the map \( \hat{H} \rightarrow n_0(r) \) is trivially injective.

The existence of the inverse map was proved by Hohenberg and Kohn (HK) in 1964\cite{Hohenberg1964}. The proof has since been simplified and generalized by Levy\cite{Levy1994} and extended by Vignale and Rasolt\cite{Vignale1995}. The discussion of the foundations of DFT also includes notable contributions of Langreth\cite{Langreth1994} and Görling\cite{Görling1995}. Specifically, the HK theorem states, that \( n_0(r) \) uniquely defines \( \hat{H} \) and the corresponding (degenerate) ground-state wave-function(s) – the total energy of the system can be written as a \textit{functional} of the wave-functions forming \( n_0(r) \). This functional satisfies the variational principle – its minimum under arbitrary wave-function variations corresponds to the exact Born-Oppenheimer ground state total energy \( E_{\text{BO}} \). The DFT total energy \( E_{\text{DFT}} \) is written as

\[
E_{\text{DFT}} = T_0[n] + E_{\text{ext}}[n] + E_{\text{H}}[n] + E_{\text{xc}}[n]
\]

(4.1)

where the terms of Eq. (3.4), here explicitly written as functionals of the density, are added to an xc-functional \( E_{\text{xc}}[n] \) describing all exchange- and correlation effects and the difference of the kinetic energy functionals of fully-interacting and non-interacting electrons. If \( \hat{H} \) can be described by a unique effective single-particle potential (mean field), i.e. it is \( v\)-\textit{representable}, then the exact ground state density can be obtained from a local such single-particle potential corresponding to the external and Hartree potentials added to the \textit{functional derivative}

\[
v_{\text{xc}}(r) = \frac{\delta E_{\text{xc}}[n_0]}{\delta n(r)} .
\]

(4.2)
Chapter 4. Density-Functional Theory

It has been shown\textsuperscript{106}, that the condition of $v$-representability is fulfilled by any physical charge density on a lattice (see also Levy’s discussion\textsuperscript{102}).

As stated, how $n_0(r)$ is obtained is not important. The most commonly – and in this work exclusively – employed approach was suggested by Kohn and Sham\textsuperscript{107}, and amounts to calculating $E_{\text{DFT}}$ analog to $E_{\text{H}}$, as the sum of single-particle eigenvalues via an iterative SCF procedure in which the charge density is expanded in a basis set (cf. Eq. (3.4)). Kohn-Sham DFT is thus well characterized as a form of constrained Hartree theory\textsuperscript{108}.

DFT has several considerable advantages over wave-function techniques: With standard current functional approximations, it is generally considerably more accurate than Hartree-Fock theory. Since $E_{\text{xc}}$ is not directly derived from a wave-function, it is not subject to the limitations of single-determinantal wave-functions in e.g. post Hartree-Fock methods (despite surprisingly pervasive myths to the contrary\textsuperscript{109}). For the same reason, the DFT $E_c$ does not depend on virtual orbitals, making DFT relatively basis-set insensitive, and correspondingly numerically efficient. Like Hartree theory, DFT formally scales as $N^3$, which with modern numerical technology often can be lowered considerably, in several current implementations all the way to linear $(N)$ scaling.

The greatest disadvantage to DFT is the unknown form of the exact xc-functional: While DFT as stated is exact given the right 'constraints', the xc-functional must in practice always be approximated in some way. Non-empirical such approximations usually correspond to well-known model systems. Thus, by way of $v_{\text{xc}}$, DFT in practice effectively modifies the Hamiltonian with information specific to a given system and as such is only conditionally transferable, in contrast to the \textit{ab initio} methods described above.

Another obvious deficit of DFT is self-interaction (SI), from which it generally suffers in much the same way as Hartree theory (except of course when modeling systems for which the xc-functional approximation is exact). The SI error (SIE) causes electrons to spatially delocalize, compared to the exact solution. Specifically, the derivative of the total energy with respect to a continuous occupation number is in DFT a smoothly varying, continuous function\textsuperscript{110}, in contrast to the discontinuity implied by the discrete contributions of individual electrons to a physical wave-function.

As will be discussed in chapter 6, this delocalization error leads to unphysically small fundamental bandgaps in DFT using (semi-)local xc-functionals. The prediction of dissociation barriers, for which an accurate description of small charge differences is paramount, is another typical problem case.

4.1. Density Functional Approximations

Lacking the inherent systematicity of \textit{ab initio} theory, the development of new DFT xc-functional approximations can at best produce models more transferable and accurate than those already in existence. Perdew et al.\textsuperscript{111,112} have – somewhat tongue-in-cheek – popularized this endeavor as the ‘Jacob’s ladder’ of xc-functional approximations. The idea is, that each ‘rung’ of the ladder introduce a new set of possible constraints on
4.1. Density Functional Approximations

Some physical quantity, e.g. the charge density, its gradient, the kinetic energy density, the orbitals, non-local contributions to \( E_{xc} \), etc. These constraints are then adapted to fulfill known physics, e.g. high- and low-density limits, restrictions on density variations, properties of model systems and so on. The actual performance and transferability of such parametrizations is in practice determined heuristically. As the scope of the following only focuses on the density functional approximations actually employed in this thesis, the reader is referred to the review by Scuseria and Staroverov for more detail.

The Jacob’s ladder rests on the ‘ground’ of Hartree theory (\( E_{xc}[n] = 0 \)). The first rung is represented by the local density approximation (LDA)

\[
E_{xc}^{LDA}[n] = \int d^3r \; n(r) \epsilon_{xc}^{HEG}(n(r))
\]

(4.3)

where \( \epsilon_{xc}^{HEG} \) is the xc-energy of a homogeneous electron gas. The LDA is strictly local in space, and is exact in the limit of slowly varying densities (albeit in practice limited by the accuracy with which \( \epsilon_{xc}^{HEG} \) can be determined).

The next rung is represented by the so-called generalized gradient approximation (GGA)

\[
E_{xc}^{GGA}[n] = E_{xc}^{LDA}[n] + \int d^3r \; \Delta \epsilon_{xc}(n, |\nabla n|)
\]

(4.4)

where \( \Delta \epsilon_{xc}(n, |\nabla n|) \) is an xc-energy gradient correction dependent on the local density \( n \), and the local reduced density gradient \( \nabla n \). Thus, the GGA is semi-local, rather than strictly local.

The third rung is represented by meta-GGAs, xc-functionals dependent on the charge- and kinetic energy densities and -gradients. The fourth rung applies the Fock operator (cf. Eq. (3.5)) to mix non-local exact exchange density in a GGA or meta-GGA, resulting in so-called hybrid xc-functionals. Just as Hartree-Fock theory eliminates the self-interaction in the Hartree approximation, hybrid functionals eliminate a fraction of the self-interaction present in the (semi-)local approximation on which they are based, depending on the exact-exchange mixing coefficient. This is a significant advantage in many systems, in particular light organic molecules.

The specific xc-functionals used in this thesis are the LDA parametrized by Perdew and Zunger to Quantum Monte Carlo calculations of a homogeneous electron gas by Ceperley and Alder, the GGA parametrized by Perdew, Burke and Ernzerhof (PBE), and the hybrid B3LYP and PBE0 functionals. Whereas the performance of the first is as indisputable as it is remarkable for metallic solids, LDA generally does not perform well for light molecules (e.g. for heats of formation).

The second is the currently most popular GGA parametrization. A GGA cannot by construction simultaneously fulfill known exact constraints on electron-gas like solids and free-atom exchange interactions. Still, PBE performs substantially better than the LDA for most properties of light molecules, and approximately as well for solid state calculations.
B3LYP has a peculiar history\textsuperscript{113}. Following a proposition by Becke\textsuperscript{121} to remedy difficulties in the description of sparse matter (e.g. thermochemical reactions) with a local exchange functional Stephens et al.\textsuperscript{122} (in an inconspicuously titled publication) replaced an amount, determined by semi-empirical fitting to reference data for properties of organic molecules, of LDA exchange with non-local Fock exchange, in combination with the correlation functional of Lee, Yang and Parr\textsuperscript{123}.

The Gaussian 03\textsuperscript{124} code saw the first implementation of this functional, which subsequently came to be its very definition\textsuperscript{113}. Unsurprisingly, the performance of B3LYP is generally outstanding for systems similar to its defining fitting set, i.e. light molecules, and this functional initially attained considerable acclaim in the quantum chemistry community. More recent work\textsuperscript{122} has highlighted its weaknesses, however.

In contrast, the design of PBE0\textsuperscript{126,127}∗ aims to improve upon PBE at short range while leaving its longer-range form (specifically the correlation functional), and thereby its generally favorable performance, intact. The exact-exchange mixing coefficient of 0.25 was chosen based on a non-empirical argument based on the adiabatic connection formula\textsuperscript{128} (but is notably similar to the semi-empirically determined B3LYP value of 0.20).

### 4.2. Time-Dependent DFT

The generalization of DFT to time-dependent systems (TDDFT) is exploited for the calculation of UV/Vis spectra in chapter 6. This is an extremely rich topic, which again here only will be covered in the bare minimum of detail. The reader is referred to e.g. the introduction by Marques and Gross\textsuperscript{129}, or any of the several available review papers\textsuperscript{130–132} for greater depth.

In strict analogy to the HK theorem for a time-independent system, Runge and Gross showed\textsuperscript{133} that in the case of a finite system, the properties of a time-dependent quantum system are uniquely defined by a time-dependent density $n(r,t)$, in turn defined by the quantum mechanical action $A[n(r,t)]$. As complicated an object as an exact, universal xc-functional $E_{xc}[n]$ must be, this action must be more esoteric still – knowledge of the true $A[n(r,t)]$ implies knowledge of all properties of a finite quantum mechanical system, including the exact many-body interactions.

$A[n(r,t)]$ defines the exchange-correlation (xc) kernel $f_{xc}$, corresponding to the functional derivative

$$f_{xc}[n](rt, r't') := \frac{\delta E_{xc}[n](rt)}{\delta n(rt)}, \quad (4.5)$$

∗In some literature alternatively labeled 'PBE1PBE' or 'PBEh'.
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which can be used to calculate the exact linear response function

$$\chi(\mathbf{r}t, \mathbf{r}'t') = \chi_0(\mathbf{r}t, \mathbf{r}'t') + \int d^3x \, d^3\tau \, d^3x' \, d^3\tau' \chi_0(\mathbf{r}t, x\tau)$$

\[
\cdot \left( \frac{\delta(\tau - \tau')}{|x - x'|} + f_{xc}[n_0](x\tau, x'\tau') \right) \chi(x'\tau', \mathbf{r}'t') ,
\]

where $\chi_0$ is the response function of non-interacting particles, and $f_{xc}$ is evaluated at the ground-state charge density $n_0$. In turn, the exact ground state total energy can be obtained as an integral over the exact response function.

In practice, just as the xc-functional in time-independent DFT, the exact xc-kernel in TDDFT is unknown, and must be approximated. A currently popular model for total energy calculations is the so-called random phase approximation (RPA), corresponding to the special case of $f_{xc}[n](\mathbf{r}t, \mathbf{r}'t') = 0$ (i.e. the Hartree density-density response).

Since the exact response function has poles ("blows up") at the exact resonant excitation energies of the system, an approximation of $f_{xc}$ implies an approximation of all excitation energies. The Dyson-like Eq. (4.6) can be rewritten as a set of eigenvalue equations in the frequency domain, yielding predictions of the true excitation energies and corresponding oscillator strengths of the system. These can in turn be solved iteratively when reformulated as the so-called Casida’s equations.

Reminiscent of the Jacob’s ladder of xc-functional approximations, TDDFT calculations of resonant excitation energies typically employ the next simplest (or ‘first rung’) $f_{xc}$-approximation after the RPA – the adiabatic LDA (ALDA). In the ALDA, the frequency-dependence of $f_{xc}$ is simply ignored; the kernel has no ‘memory’, in contrast to the exact $f_{xc}$. The spatial part is treated within the standard LDA. The calculations detailed in chapter approximate resonant excitation energies by means of Casida’s equations and the ALDA.
5. Basis Sets

At the heart of all ab initio methods and Kohn-Sham DFT lies the basis set, and much of the technical detail discussed in the appendices is related to the different basis set techniques used in this thesis. Just like the ideal total energy method for a given problem, the optimal basis set in practice always represents a particular balance between accuracy, transferability and scalability: While there trivially always exists an exact and numerically optimal basis set for given wave-function – corresponding to the exact eigenstates of the system – this basis set is not transferable, and its use requires prior knowledge of the exact wave-function.

Thus, one can in general practice either i) construct a basis set as a small group of functions accurately describing typical wave-function for a given range of systems, at the cost of universal transferability, or ii) choose a universally transferable set of functions spanning all of Hilbert space, at a potentially substantial loss of numerical efficiency for certain systems. These two approaches are well represented by two of the most commonly – and also in this thesis – employed basis set forms, namely atom-centered gaussians and plane-waves, which are cursorily described below. In this as in the previous chapters, standard derivations have largely been left out in the interest of brevity. The reader is referred to the excellent introductions by Young and Meyer for greater detail.

5.1. Gaussian Basis Sets

In general, the usefulness of a basis set is wholly determined by its systematic improvability and numerical efficiency for a given class of problems. With analytical basis functions in particular, necessary integrals can often be derived and rewritten on easily evaluated forms. In modern quantum chemical calculations, atomic orbitals \( \varphi \) are most commonly expanded in sets of gaussian functions on the form

\[
\varphi = Y_{lm} \sum_i C_i \sum_j c_{ij} e^{-\zeta_{ij} r^2},
\]

(5.1)

where the spherical harmonic \( Y_{lm} \) defines the angular momentum of the orbital, the expansion coefficients \( C_i \) are optimized with respect to the total energy, and the contraction coefficients \( c_{ij} \) are kept fixed. Each such contraction can contain primitive gaussians \( e^{-\zeta r^2} \), where \( r \) is the radial distance to the atomic nucleus, of a single or several exponents \( \zeta \) (‘zetas’). Thus, a given gaussian basis set is defined by its contraction coefficients, and can be ranked with respect to other sets in terms of the number of different zetas (i.e. degrees of variational freedom, roughly corresponding to accuracy and computational cost) it includes.
Gaussian basis sets are typically constructed to describe a range of model wavefunctions based on neutral atoms and ions, with a sufficient variation in the localization of functions (i.e. ‘polarized’ vs. ‘diffuse’ functions) covering common valence wave-function shapes in between. As explained above, designing a transferable yet accurate gaussian basis set is difficult, and the quantum chemical publication record is conspicuously dominated by a mere few gaussian basis set families.

In addition to their analytical form, gaussian basis functions being referenced to atomic coordinates minimizes computational effort, since the typical spatial extent of the wavefunction is matched by that of the basis set. However, precisely these circumstances can also be described as weaknesses of gaussians: Describing the rapid variation or ‘hardness’ of the radial cusps near the atomic nucleus in orbitals of higher angular momenta often requires very large expansions in analytical functions, reducing either computational efficiency or accuracy of the core-state description.

In quantum chemistry, molecular wave-functions are usually written as linear combinations of atomic orbitals (LCAO). This is often a very efficient choice, since a molecular wave-function often closely resembles that of the sum of its constituent atoms. However, since the atomic orbital basis is referenced to the coordinate of the nucleus of the corresponding atom, the total energy of an arbitrary fragment of a molecular wave-function depends on the basis set geometry. For example, the minimized total energy of an oxygen atom expressed in its own basis functions, is higher than that of the same atom minimized in the basis set of the oxygen molecule – the functions centered on one atom superpose on those of the other, and by the variational principle lower the contribution of either atom to the molecular total energy. This so-called basis set superposition error (BSSE) is a finite-basis artifact, and must be corrected for in e.g. molecular binding energy calculations.

5.2. Plane-waves and Pseudopotentials

A plane-wave is obviously the perfect basis function for describing a free-electron wavefunction. It is also the exact eigenfunction of a homogeneous electron gas, and the standard method for periodic boundary condition (PBC) calculations of crystalline solids.

In such a calculation, three lattice vectors defining the real-space periodicity of the system are chosen. An electron moving in this crystal will experience an effective single-particle potential of the same periodicity. The Fourier series of this potential has a simple form in terms of the vectors $G$ defining the reciprocal lattice, i.e. the Fourier transform of the real-space lattice. Now, Bloch’s theorem (see e.g. Ashcroft & Mermin[144] p. 133f) states, that any eigenfunction $\psi$ of a periodic potential can be written as a plane-wave of a given wave vector $k$, multiplied by some function $u$ with the periodicity of the lattice, i.e.

$$\psi_k(\mathbf{r}) = e^{i\mathbf{k}\cdot\mathbf{r}}u_k(\mathbf{r}) .$$ (5.2)

Therefore, under consideration of all possible $k$’s, the full wave-function of an arbitrary and arbitrarily extended wave-function in the crystal, is wholly defined by a single period
of \( u \). Put differently, if \( \mathbf{k} \)-space can be adequately sampled, it is sufficient to solve for the wave-function in the central cell only. Being periodic in the reciprocal lattice, \( u \) can in turn be expanded in plane-waves with wave-vectors of the set \( \mathbf{G} \), yielding the final eigenfunction form of

\[
\psi_{k \mathbf{j}}(\mathbf{r}) = \sum_{\mathbf{G}} C_{\mathbf{G}}^{k \mathbf{j}} e^{i(\mathbf{k}+\mathbf{G})\mathbf{r}}
\]  

(5.3)

where \( \mathbf{j} \) is a band index and \( C_{\mathbf{G}}^{k \mathbf{j}} \) are expansion coefficients (cf. \( C_i \) of Eq. (5.1)). A basis set on the form [5.3] is still infinite in two ways, namely due to the infinitely many possible wave-vectors \( \mathbf{k} \), and the infinitely many combinations \( (\mathbf{k}+\mathbf{G}) \) of a given \( \mathbf{k} \) with the infinite set of \( \mathbf{G} \) vectors. The first is addressed by sampling the symmetry-irreducible wedge of \( \mathbf{k} \)-space – also known as the irreducible Brillouin zone – with a systematically improvable discrete grid.

Finally, a finite basis set is obtained by noting that – hand-wavingly described – the fastest spatial variation in the wave-function corresponds to a shortest necessary wave-vector \( (\mathbf{k}+\mathbf{G}) \). Put differently, the more spatially localized the wave-function is, the more plane-waves of different wave-vectors are necessary for its expansion (which the astute reader will recognize as an analogue of Heisenberg’s famous uncertainty relation). The reverse implication is, that a sufficiently \( \mathbf{k} \)-sampled arbitrary wave-function to arbitrary accuracy can be described by plane-waves defined by a finite set of combinations \( (\mathbf{k}+\mathbf{G}) \), in turn defined by maximal plane-wave kinetic energy \( E_{\text{cut}} \):

\[
\frac{1}{2} |\mathbf{k}+\mathbf{G}|^2 \leq E_{\text{cut}}
\]

(5.4)

Plane-waves have a number of advantages over atom-centered basis sets: They are by construction orthonormal, and systematically approaching the complete basis set limit requires no ‘design’ of the basis set – simply raising \( E_{\text{cut}} \) and sampling \( \mathbf{k} \)-space with a denser grid is sufficient. Since plane-waves are referenced to the simulation cell rather than the atomic coordinates, a total energy expressed in plane-waves is BSSE free, which also greatly simplifies the evaluation of Hellmann-Feynman forces.

However, the number of plane-waves defined by a typical cutoff and \( \mathbf{k} \)-grid is large, often an order of magnitude larger than for a comparable gaussian basis set. In particular, the problem of radial cusps in higher-angular momentum wave-functions is much more dramatic in a plane-wave basis set than in a gaussian basis set. Therefore, core-states in plane-waves are normally either a) described by an additional, strictly localized atom-centered basis set (e.g. in the all-electron FP-LAPW technique), or b) implicitly represented by a so-called pseudopotential. All plane-wave calculations of this thesis employ the latter approach.

The main justification for the use of pseudopotentials is, that molecular properties of interest usually depend strongest on the characteristics of the valence wave-function – the core-states in a molecule or solid usually differ little from those of the corresponding free atom. Thus, the wave-function near the nucleus can to good approximation be represented by a smoothly varying, soft, and consequentially by few plane-waves well-
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described wave-function multiplied by a fixed projector function introducing the correct (atomic) core-state character. Practical consequences of the resulting so-called frozen core approximation are discussed in context in appendix B. The plane-wave expansion of a molecular wave-function in the valence region is generally relatively sparse, and can be treated without further simplification.

A number of recipes for the construction of pseudopotential projector sets from \textit{ab initio} atomic wave-functions exists. In general, they all aim to match the all-electron and resulting pseudo wave-functions outside a given pseudization radius $r_c$, and as far as possible preserve the all-electron Kohn-Sham eigenvalues and general scattering properties in the pseudo-wavefunction. Additionally, the most popular potential form of a few decades ago, so-called norm-conserving pseudopotentials, requires the norm of the pseudo- and all-electron wave-functions integrated over $r$ to match. This ensures a simple albeit relatively hard pseudopotential.

The pseudopotentials used in this thesis are of the so-called ultrasoft\textsuperscript{146,147} variety, in which the norm-constraint is relaxed in favor of a generalized eigenvalue formalism. The advantage to this form is a substantially softer potential requiring much smaller plane-wave basis sets. The downside is a much more complicated potential and (pseudo) total energy evaluation. In particular, eigenstates of ultrasoft pseudopotentials are only orthonormal with respect to the projector overlap matrix (much like an atom-centered basis set). This complicates operations on the wave-function such as the projections detailed in section 7.1.
Part II.

Surface-Decoupled Switches
6. Azobenzene-Functionalized Self-Assembled Monolayers

In this chapter, aliphatic self-assembled monolayers (SAMs) functionalized with azobenzene switches are studied using a variety of experimental spectroscopy techniques supported by ground state and time-dependent DFT calculations, as a collaboration within Sonderforschungsbereich (SFB) 658 of the Deutsche Forschungsgemeinschaft (DFG). The experiments and extended dipole model calculations (see section 6.5) have been carried out chiefly by Roland Schmidt and Dr. Cornelius Gahl in the research group of Prof. Dr. Martin Weinelt at the Max-Born-Institut in Berlin. The (TD)DFT calculations have been performed by ERM. Consequentially the following focuses narrowly on the contributions of theory, and their experimental context. The reader is referred to the corresponding publications I,II for a more complete picture.

Aliphatic SAMs, and in particular alkanethiolate SAMs, are promising candidates for an azobenzene - substrate spacer ligand able to completely decouple the sensitive chromophore moiety from the surface electronic structure, without loss of order in the molecular over-layer. In the following, we study self-assembled monolayers of 4-trifluoromethyl-azobenzene-4′-methyleneoxy-n-alkanethiols, i.e. azobenzene (Az) in the one para position (4, see Fig. 6.1, cf. Fig. 1.1) via an oxygen atom bound to an alkane chain of n methylene groups terminated by a thiol group (Azn), and in the other para position (4′) functionalized with a CF3 or trifluoro (TF) group (TF-Azn). As will be shown, evidence indicates that this compound deposited at an Au(111) surface nicely self-assembles. With the alkane chains ‘standing’ on the thiol group bound to the substrate, the azobenzene moieties are left ordered upright on top of the SAM, with the TF group pointing away from the surface. However, as explained in chapter 2, simpler alkanethiol / azobenzene combinations do not switch by light irradiation, which also is the case here. Understanding why is crucial for the future design of azobenzene-functionalized SAMs, and forms the main goal of this chapter.

The low to zero switching yield in these systems has already been attributed to a lack of free volume for the photo-induced motion.158,160 While this is a tempting, intuitively mechanical explanation, switching in Az6 SAMs has been successfully induced by STM-
tip bias voltage ramping, similar to the case of pure azobenzene directly adsorbed at Au. This suggests that aspects of the geometric structure alone do not exhaustively explain the phenomenon – a more comprehensive picture, including features of the electronic structure, is required. In the following, it will be shown that azobenzene chromophores in a close-packed structure influence each other strongly by excitonic coupling. This leads to energetic shifts, narrowing and suppression of optical absorption lines, and delocalization of the excitation within the SAM, which is expected to strongly contribute to the suppression of the photo-isomerization reaction.

The contributions of this thesis work to the experimental collaboration have been significant in three key areas: First, the electronic structure of the azobenzene-functionalized SAMs were characterized by means of X-ray absorption spectroscopy (XAS), and near-edge X-ray absorption fine structure (NEXAFS), supported by DFT calculations. These results are presented in section 6.2.

Second, section 6.3 details the characterization of the SAM geometric structure by means of NEXAFS supported by DFT and TDDFT calculations. Finally, based on the TDDFT-predicted transition dipole moments (TDMs), the shifts observed in measured UV/Visible (UV/Vis) spectra of the SAM are modeled within an extended dipole model.

6.1. Theoretical Modeling of Pure Azobenzene

Before presenting these results however, an appropriate level of theory must be thoroughly established. In first-principles and ab initio simulations, this amounts to two fundamental choices, namely those of a model system of sufficient relevance for the actual system of interest (e.g. the molecule / solid), and a model chemistry (e.g. electronic structure method and basis set). Beginning with the former it is noteworthy, that for a sufficient chain length, very little to no charge transfer from opposite end-group to substrate occurs in nitrile-functionalized alkanethiolate SAMs, as shown by Feulner et al.

Consequentially, for a TF-Azn compound of intermediate to long chain length n, the influence of the substrate electronic structure on the chromophore moiety can be expected to be small. Furthermore, while as stated intermolecular coupling plays an important role in the quenching of excited states in the SAM molecules, their geometry and general electronic structure are strongly dominated by intra-molecular interactions. Therefore, the theoretical model is here restricted to single, gas-phase molecules, neglecting effects of switch-switch and switch-substrate interactions.

Choosing a sufficient model chemistry is more involved: In addition to accurate molecular geometries and molecular distortion energies, calculations of resonant excitation energies are necessary. For the former, DFT often performs remarkably well at very modest computational cost, but for the latter, the usually most systematically accurate and transferable electronic structure methods (e.g. coupled-cluster (CC) theory) are hardly computationally tractable even for a small- to medium-sized system like the TF-Azn molecule.
Here, the time-dependent density-functional response theory (TD-DFRT) formulation of time-dependent density-functional theory (TDDFT, see section 4.2) offers a powerful, albeit esoteric alternative: In the words of its greatest contributor, TDDFT — while in principle able to exactly calculate all excitation energies in a finite system — similar to the ground-state DFT formulation,

"... has the advantage of computational speed, allowing study of larger systems than with traditional methods, and the usual disadvantage (or excitement) of being unsystematic and artful."

Put differently, while TD-DFRT calculations of our model molecule are computationally viable, the method is known to fail dramatically for certain systems, and its predictive quality for the present case remains to be established. No literature on the specific TF-Az$_n$ compound exists, but given the close relationship between the electronic structures of TF-Azn chromophore moiety and pure azobenzene, the level of theory can be verified for the latter, on which a wealth of reference information is available.

All calculations described in the following were performed with the Gaussian 03 and NWChem quantum-chemistry packages, using analysis tools of own creation. In all calculations the all-electron def-TZVP basis set was used. Ground-state geometries are predicted by iterative minimization of Hellman-Feynman forces, with Gaussian 03 and NWChem using the Berny algorithm and a quasi-newton algorithm with line searches, respectively.

The effects of the choice of xc-functional approximation on properties of interest remains to be established. Here, three different classes of xc-functionals are studied, namely the LDA, the GGA in the PBE parametrization, and the B3LYP hybrid xc-functional (see section 4.1).

In Table 6.1, four characteristic geometry parameters as defined in Fig. 6.2 and optimized at all levels of theory are compared to reference theoretical and experimental data. The parameters are the CNNC dihedral angle $\omega$, the CNN bond angle $\alpha$, the NN bond length $d_{NN}$, and the CN bond length $d_{CN}$. Note that the two possible definitions of the latter three are equal by the $C_2$ symmetry.
Table 6.1.: Azobenzene geometry parameters as defined in Fig. 6.2, optimized with various xc-functionals, compared to literature values of other levels of theory, and given by X-ray crystallography experiments.

<table>
<thead>
<tr>
<th></th>
<th>LDA</th>
<th>PBE</th>
<th>B3LYP</th>
<th>MP2</th>
<th>CASCF</th>
<th>Expt.</th>
</tr>
</thead>
<tbody>
<tr>
<td>α (°)</td>
<td>115</td>
<td>115</td>
<td>115</td>
<td>114</td>
<td>115</td>
<td>114</td>
</tr>
<tr>
<td>Trans</td>
<td>180</td>
<td>180</td>
<td>180</td>
<td>180</td>
<td>180</td>
<td>180</td>
</tr>
<tr>
<td>dNN (Å)</td>
<td>1.25</td>
<td>1.27</td>
<td>1.25</td>
<td>1.27</td>
<td>1.25</td>
<td>1.25</td>
</tr>
<tr>
<td>dCN (Å)</td>
<td>1.40</td>
<td>1.42</td>
<td>1.42</td>
<td>1.42</td>
<td>1.42</td>
<td>1.43</td>
</tr>
<tr>
<td>α (°)</td>
<td>123</td>
<td>124</td>
<td>124</td>
<td>122</td>
<td>123</td>
<td>122</td>
</tr>
<tr>
<td>Cis</td>
<td>12</td>
<td>11</td>
<td>9</td>
<td>8</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>dNN (Å)</td>
<td>1.24</td>
<td>1.25</td>
<td>1.24</td>
<td>1.25</td>
<td>1.24</td>
<td>1.25</td>
</tr>
<tr>
<td>dCN (Å)</td>
<td>1.41</td>
<td>1.43</td>
<td>1.44</td>
<td>1.45</td>
<td>1.44</td>
<td>1.43</td>
</tr>
</tbody>
</table>

Table 6.1.: Azobenzene geometry parameters as defined in Fig. 6.2, optimized with various xc-functionals, compared to literature values of other levels of theory, and given by X-ray crystallography experiments.

The (semi-)local functionals perform well for the azobenzene geometry: Here calculated values of all studied parameters in Table 6.1 compare excellently to more accurate levels of theory and experiment, for all three functionals. Notably, the trans isomer is in all cases perfectly planar, with an ω dihedral angle of 180 degrees, in agreement with higher-level theoretical calculations.43

In Table 6.2, a similar comparison of the vertical excitation energies $E_i$ of the three lowest singlet excitations, calculated in the corresponding ground-state DFT geometry, by solving for the poles of the TD-DFRT dynamic linear response function within the adiabatic LDA (ALDA, see section 4.2) approximation of the exchange-correlation kernel ($f_{xc}$). As an additional measure of obvious importance for the gas-phase thermal distribution of isomers, the readily obtained cis-trans total energy difference, or relative isomer stability $\Delta E_{C-T}$ is compared.

In this test, the (semi-)local LDA and GGA functionals fare considerably worse: Beginning with the latter quantity one notes, that since the correlation expressions of all tested functionals are local in space, thereby largely neglecting long-range, dispersive van der Waals interactions (see initial discussion in chapter 5), the denser cis isomer should, given an xc-functional otherwise exact in the medium to short range, be under-stabilized with respect to experiment. That is, the calculated DFT $\Delta E_{C-T}$ should be larger than the experimentally measured. This is true for B3LYP, and consistent with its generally improved description of molecular properties over (semi-)local functionals. In the GGA long- and short range errors cancel, almost reproducing the experimental number. In the LDA this trend worsens, leaving the cis isomer over-stabilized.

The (semi-)local functionals are outperformed by the hybrid also in the calculation of resonant excitation energies. B3LYP generally shows an underestimation of a few hundred meV, comparable to or closer to the experimental value than the overestimation
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<table>
<thead>
<tr>
<th></th>
<th>LDA</th>
<th>PBE</th>
<th>B3LYP</th>
<th>CCSD [158]</th>
<th>Exptl.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trans</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$E_1$</td>
<td>2.09</td>
<td>2.19</td>
<td>2.56</td>
<td>2.95</td>
<td>2.70[159]</td>
</tr>
<tr>
<td>$E_2$</td>
<td>3.41</td>
<td>3.39</td>
<td>3.72</td>
<td>4.36</td>
<td>3.95[159]</td>
</tr>
<tr>
<td>$E_3$</td>
<td>3.52</td>
<td>3.49</td>
<td>4.08</td>
<td>4.62</td>
<td>-</td>
</tr>
<tr>
<td>Cis</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$E_1$</td>
<td>2.15</td>
<td>2.30</td>
<td>2.56</td>
<td>3.17</td>
<td>2.88[159]</td>
</tr>
<tr>
<td>$E_2$</td>
<td>3.45</td>
<td>3.43</td>
<td>4.14</td>
<td>4.67</td>
<td>4.4[158]</td>
</tr>
<tr>
<td>$E_3$</td>
<td>3.57</td>
<td>3.57</td>
<td>4.23</td>
<td>4.83</td>
<td>-</td>
</tr>
<tr>
<td>∆$E_{C-T}$</td>
<td>0.58</td>
<td>0.61</td>
<td>0.68</td>
<td>[a]0.65[161]</td>
<td>0.6[14]</td>
</tr>
</tbody>
</table>

Table 6.2.: Comparison between theory and experiment of the three lowest vertical singlet excitation energies in azobenzene. \[a\]Multistate CAS second-order perturbation theory (MSPT2). All numbers in (eV).

given by CC theory with single and double excitations (CCSD, see section 3.3). The LDA and GGA functionals underestimate excitation energies by roughly twice the error in the B3LYP calculations. The reason for this is found in the ground-state Kohn-Sham eigenvalues given by the different functionals:

Differences of virtual and occupied Kohn-Sham eigenvalues form the zeroth order approximation to the corresponding TD-DFRT resonant excitation energies, \[130\], analogous to general extensions \[157\] of DFT to treatment of excited states. Inclusion of non-local, Fock-type exchange in a functional significantly reduces the well-known delocalization error in DFT \[110\] (see chapter 4), in turn improving the fundamental band-gap \[158\] width (i.e. the difference between the ionization potential and electron affinity), which is notoriously underestimated by (semi-)local functionals.

Thus, hybrid functional HOMO - LUMO gaps are larger than those of (semi-)local functionals, and this increase carries over to other possible virtual - occupied Kohn-Sham eigenvalue differences in the system. Consequentially, TD-DFRT/B3LYP resonance energies for azobenzene are very competitive, in line with the findings of other workers \[31,87\].

However, the multi-tiered approximations implied by combining constraints of linear response and an $f_{xc}$ local in time and space, come at the price of the possibility, that this performance is a simply an artifact due to fortuitous cancellation of errors, in which case theoretical predictions remain questionable. The fundamental approximation of linear response limits the applicability of TD-DFRT in this form to weak fields. However, since 'weak' in this context means on the scale of the atomic potential, linear response TD-DFRT is justifiable for modeling of optical excitations of all but the most powerful laser field \[130\], which poses no limitation for the present work.

The form of the ALDA $f_{xc}$ has two major consequences: First, the time-locality (or adiabaticity) implies, that the frequency-dependence of this kernel approaches the true dependence only in the low-frequency limit. Second, density-functional potentials at long
range generally decay faster than the known exact asymptotic $1/r$ form. An $f_{xc}$ with a spatial form derived from such an xc-functional (e.g. in ALDA) inherits this problem, and underestimates energies of the high-lying bound excited (Rydberg) states\textsuperscript{139,151}. Both circumstances have the consequence, that TD-DFRT/ALDA is best physically motivated for the very lowest lying resonances. Furthermore, a strongly polarized basis set like def-TZVP, while numerically efficient and accurate for ground state properties, cannot be expected to describe the with energy rapidly increasing diffuseness of higher lying virtual orbitals, which enter the response function description.

The spatial decay of $f_{xc}$ can be corrected, e.g. by splicing on a $1/r$ potential\textsuperscript{151,162} with a given vertical shift, or semi-empirically\textsuperscript{163}. Tests of these methods, in combination with a more diffuse basis set, reveal no variations in the resonance energies or TDM magnitudes of interest (see appendix A section A.2). In light of the thereby well-established favorable performance of B3LYP, all further calculations described in this chapter use this functional.

On a side note, the use of TD-DFRT to calculate optical excitation energies is here restricted to the lowest lying states, in line with the above reasoning. Higher energy XAS resonances are in the following exclusively discussed and assigned in terms of ground-state Kohn-Sham orbitals and thereof derived chemical shifts, foregoing an explicit treatment of excitonic effects. However, typical X-ray field strengths being well within the realm of linear response, there is no formal reason why the TD-DFRT/ALDA formalism couldn’t be applied also to XAS energies, with an accuracy potentially comparable to that observed for azobenzene above: The TD-DFRT/ALDA prediction of a low-energy XA transition, is subject to virtually the same deficiencies of the $f_{xc}$ spatial form as a UV/Vis transition. The remaining hurdle to an accurately predicted, high resonance energy is the temporal non-locality of the true $f_{xc}$, implying an unknown frequency dependence at the relevant resonance energy, which can, but must not necessarily be strong – whether the adiabatic approximation works also at the given energy in the given system, would remain to be found out by comparison to reference data, analogous to the case of UV/Vis spectrum simulations.

### 6.2. Electronic Structure

In this section, the electronic structure of a pure SAM of $n$-methylene group alkanethiol molecules ($C_n$), and the switch compound with (TF-Az$n$) and without (Az$n$) the TF group, is characterized focusing on core-level chemical shifts (CLS) and deduced excitonic effects.

Core-level spectroscopy is a very powerful technique for surface adsorbed molecules\textsuperscript{164}, since unambiguously assigned chemical shifts of core electronic states are highly characteristic of the bonding of the corresponding atom, potentially offering a unique fingerprint of a given adsorbate, substrate and adsorption geometry.
6.2. Electronic Structure

Figure 6.3: C 1s XPS spectra of C6, Az6, and TF-Az6, with peaks deconvoluted and assigned to molecular moieties (see text).

However, as little to no geometrical information is provided by standard X-ray spectroscopy techniques per se, the assignment of observed shifts to given atoms, particularly when many atoms of the same element are present, can be difficult. This is where theoretical calculations are useful: within a theoretical model the geometry information is complete, and if experimentally observed shifts can be plausibly reproduced by theory, their interpretation and assignment to geometrical features is much simplified.

Core-level shifts can be described as composed of two parts: The first is a large shift of the occupied core level, predominantly due to the nearest-neighbor bonding of the core-ionized atom. By Koopmans’ theorem, this so called initial-state shift is the full core-level shift described by Hartree-Fock theory. The second part is due to the fact that X-ray spectroscopy, like spectroscopy techniques in general, by construction does not probe the ground state: The emitted (or resonantly excited) photo-electron ‘sees’ a screened ‘hole’ in the core level, rather than the ground state occupied level. In an exact theoretical treatment of the excited state, this final-state shift is manifested as a small positive correction to the Hartree-Fock initial state shift.

In Kohn-Sham DFT, the corresponding initial-state shifts lie above the exact shifts, and final-state shifts appear as small negative corrections. Since DFT formally is a theory for the electronic ground-state, and only with difficulty generalized to excited states, accurate DFT final-state shifts are not easily calculated. While as explained
above, TDDFT with an appropriate approximation of $f_{xc}$ in principle could calculate XAS shifts, this idea has yet to be explored.

The heretofore most popular approach relies on the relatively small lifetime widths of the core-ionized state on the electronic energy scale. Intuitively, sufficiently metastable excited states are often well described by a ground-state functional, allowing for an approximation of the final-state shift, as the total energy difference between the ground-state and the same system with one electron of the relevant core-state removed. Nevertheless, if final-state shifts are small on the scale of the separation between core-levels, the readily obtained initial-state shifts are sufficient to aid experiment.

While orbitals of Kohn-Sham DFT lack a strict physical interpretation, they often qualitatively closely resemble the corresponding Hartree-Fock orbitals, and convey much of the same chemical information. Consequentially, experimental results are here compared to Kohn-Sham initial-state shifts only. All such shifts were computed in fully optimized gas-phase molecular geometries (see section 6.3).

High-resolution XPS spectra were recorded by our collaborators, focusing on S-, C- and N 1s core-levels in SAMs of the three above mentioned molecules with six methylene groups (C6, TF-Az6 and Az6), adsorbed at polycrystalline gold film on mica. As described in greater detail in our first publication, the results for the first in combination with the Au 4f$_{7/2}$ signal compares well to what has been reported for highly ordered biphenyl-alkanethiol SAMs on gold, albeit with broader photo-emission peaks, indicating that while the monolayer order in the studied samples is high, it is not perfect.

Comparing to literature and aided by calculated Kohn-Sham initial-state CLSs, our collaborators comprehensively assign measured C- and N 1s CLSs to the various inequivalent atoms in the Az6 and TF-Az6 molecules (see Fig. 6.3). The tiny C 1s peak at 289.9 eV in the TF-Az6 spectrum is attributed to CF$_2$ as a consequence of X-ray induced beam damage. The corresponding C 1s CLSs in TF-Az6 with a CF$_2$ as opposed to the TF (CF$_3$) group have also been calculated (see Fig. 6.5). The broad C 1s peak centered at 291.5 eV in the Az6 SAMs is attributed to shake-up excitations in the $\pi$ and $\pi^*$ manifold accompanying the core ionization in the phenyl groups.

As in pure azobenzene, the $\pi$, $n$ and $\pi^*$ orbitals of TF-Az6 correspond to the HOMO-1, HOMO, and LUMO, respectively. Calculated DFT isodensity contour plots of these as well as of the LUMO+1 and LUMO+2 $\pi^*$ orbitals are shown in Fig. 6.4.

Using optical spectroscopy of the TF-Az6 molecule in ethanolic solution, our collaborators found $n - \pi^*$ and $\pi - \pi^*$ absorption bands at about 2.8 and 3.6 eV, in good agreement with the corresponding calculated TD-DFRT excitation energies of 2.57 and 3.43 eV, respectively. Angle-resolved valence-band photoemission of TF-Az6 reveals electronic binding energies of 2.8 and 4.0 eV for $n$ and $\pi$, respectively. Based on these energies of valence Kohn-Sham orbitals and photoemission final states, the satellites found in the N 1s spectrum are assigned to $n - \pi^*$ and $\pi - \pi^*$ shakeups.

Energies of shakeup satellites are strongly influenced by final state effects, and transition energies include the interaction of the excited electron-hole pair with the core hole. The shake-up satellites in the Az6 C 1s XP spectrum are centered at 7.2 eV above the main line. They cannot reflect excitations to the $\pi^*$ LUMO and must therefore involve
transitions to the higher lying unoccupied $\pi$ orbitals.

Inspecting the orbital contour-plots in Fig. 6.4 we see that the $\pi^*$ orbital is distributed over the whole azobenzene moiety, but with the highest probability density at the nitrogen atoms. The $n$ orbital concentrates at the azo group, while the $\pi$ orbital is mainly located at the $\alpha$-phenyl with some contribution also at the azo group.

The two $\pi$ orbitals denoted as $\pi^* + 1$ and $\pi^* + 2$ together display a rather symmetric probability density located at the phenyl rings of the azobenzene entity. In Az6 the computed charge distribution of these two orbitals is even somewhat more symmetrically distributed among the phenyl rings, since the charge-pulling CF$_3$ group is replaced by a hydrogen atom. These orbitals are therefore good candidates as shake-up final states upon C 1s excitation since the probability density is mainly located at the phenyl ring.

For the free benzene molecule, the total intensity of the $\pi - \pi^*$ shake-up region amounts to about 15 % of the main line and is little affected by the hydroxyl group in the case of the phenol molecule. In the Az6 SAM the intensity of the shake-up satellites is reduced to a mere 4 %. However, the mentioned autoionization studies of nitrile-functionalized SAMs indicate that the alkane chain decouples the azobenzene chromophore from the surface rather effectively, which on the contrary implies the expectation of a rather high intensity of the satellites. The observed weak contribution of distinct shake-up transitions to the X-ray photoemission (XP) spectrum thus suggests that intermolecular interactions in the SAM are strong and lead to a quenching of intra-molecular excitations.
A comparison between experimentally measured and calculated Kohn-Sham initial-state CLSs is shown in Fig. 6.5. Data points related to the C6 alkane, the C-S-gold bond, the azo and the phenoxy group string together along a straight line with slope one. The CF$_3$ and CF$_2$ tail-groups show a larger binding energy, which is attributed to enhanced screening in the final state. Furthermore, the difference between the head-group which binds to the gold substrate and the tail-group which defines the SAM-vacuum interface is comparable to polymer multi-layers\textsuperscript{180}. In the SAMs head-group and chromophore with tail-group are separated by the alkane chain. Again, on the femtosecond time scale of core excitation and decay, charge transfer across this linker is very slow\textsuperscript{150}. This indicates that screening of the C 1s core holes in the azobenzene chromophore must be mediated by sizable intra- and intermolecular screening.

With experimental insights thus far on a firm footing, our collaborators carried out a series of X-ray absorption spectroscopy (XAS) and near-edge X-ray absorption fine structure spectroscopy (NEXAFS) measurements\textsuperscript{I,II} in order to compare the core hole to bound-state excitation in XAS and XPS core ionization, and determine structural parameters of the SAM as explained in section 6.3. Given the above sketched interpretation of the meaning of differences of Kohn-Sham eigenvalues as the zeroth approximation of the corresponding resonant excitation energy, they may be exploited for the assignment of XA resonances in precise analogy to, and motivated in the same way as, the above approach for CLSs measured by XPS. Specifically, the 1s-edge XA signals are compared to differences between the relevant calculated core-level and $\pi^*$ Kohn-Sham eigenvalues.

This tool combined with the calculated spatial extension of $\pi^*$ orbitals as exemplified by Fig. 6.4 allows for the consistent assignment of all experimentally observed XA resonances, as further detailed in our publication\textsuperscript{III}. Most noticeably, the relative energies $E_{\text{res}}$ of neutral excitations and core ionization differ for nitrogen and carbon. While the N 1s XPS peak lies above the $\pi^*$-resonance at $E_{\text{res}} = -0.7$ eV, the C 1s XPS peak is
centered at about \( E_{\text{res}} = 0.6 \text{ eV} \) below the corresponding C 1s to \( \pi^* \) transition. The XPS binding energies are referenced to the Au 4f line and thereby to the Fermi level of the substrate.

In other words, the XPS binding energy corresponds to the energy required to excite an electron from the core hole to the Fermi level, since the energy of one extra electron at the Fermi level is insignificant. Assuming charge transport between the gold substrate and the azobenzene chromophore, the current upon \( \pi^* \)-excitation would depend on the type of core hole. In the presence of a C 1s core hole charge transfer from the LUMO of the chromophore to the substrate is energetically allowed, while it is forbidden in the presence of a N 1s core hole. Here for energetic reasons electrons would flow from the substrate to the chromophore upon ionizing the 1s level.

However, there cannot be metallic screening, since in this case the XPS binding energy is expected to be lower than or equal to the XAS transition energy. Weak polarization screening of the core-excited states is more plausible. Again, this is consistent with the dependence on chain length of charge transfer in the N 1s \( \pi^* \)-resonance, and the above mentioned results by Feulner and coworkers\(^{150}\). For a chain length of \( n = 16 \), they observed no charge transfer, and the N 1s XPS line was found at \( E_{\text{res}} = -0.2 \text{ eV} \), i.e., above the \( \pi^* \)-resonance transition. For a chain length of \( n = 2 \), the order of core-neutral and ionic excitation was reversed \( E_{\text{res}} = +1.2 \text{ eV} \), and charge transfer from the nitrile tail group to the gold surface was observed. Extrapolating the observed charge transfer time of 13 fs to a chain length of \( n = 6 \), the corresponding time-scale for the here studied SAMs is on the order of picoseconds.

Therefore, on the femtosecond time scale of core-hole decay, charge transfer to the substrate is negligible. However, in first autoionization experiments our collaborators observe\(^{11} \) non-resonant contributions in the decay of both the nitrogen and carbon core-hole. Thus charge transfer on the femtosecond time scale defined by the lifetime of the core hole must occur among the azobenzene moieties which may, however, depend on the degree of localization of the core hole.

Thus, charge transfer must be dominated not by the substrate, but by the azobenzene moieties in the SAM. This requires a densely packed SAM where the orbitals tend to form electronic bands. The interaction between the core hole and the environment will to some extent localize the charge distribution in the core-excited state. This may differ for the azo group as compared to the \( \pi \)-system of the phenyl rings. The push-pull system formed by the oxygen bridge and the trifluoromethyl tail-group may further modify the intermolecular interactions, since it leads to a less symmetric charge distribution already in the ground state (cf. the \( \pi \) orbital in Fig. 6.4). For TF-Az6, shake-up excitations upon N 1s core ionization were observed, but not in the C 1s XP spectrum, where XPS satellites appear only for the Az6 SAM. Again the different shake-up intensities for nitrogen and carbon are attributed to differences in screening of the respective core hole.
Table 6.3.: DFT/B3LYP optimized geometry parameters of both isomers of a single TF-Az6 molecule (cf. Table 6.1 and Fig. 6.2). Note the distinction between $\alpha$ as used here, and as redefined in Fig. 6.6.

6.3. Geometric Structure

The thus far established understanding of the electronic structure of TF-Az6 SAMs at gold is incomplete without comparable insight into the geometric structure, and how the two are connected, which is the topic of this and the following two sections.

The adsorbate geometry may qualitatively be discussed in terms of three components, namely the internal geometry of the molecule, the orientation of the molecule with respect to the substrate, and the structure and lateral periodicity of the molecule in the SAM.

For the first of the three, DFT/B3LYP readily predicts the gas-phase geometry of TF-Az6. While the lack of crystallographic data prevents a direct estimate of the accuracy of this result, there is no reason to expect it to be substantially worse than for the bare chromophore moiety, in particular since its structure hardly differs from that of pure azobenzene (see Table 6.3). Combined with the sheer dimensions of the various constituent moieties, these parameters provide a good idea of the lateral and vertical extension of the conformers in the SAM. The second geometrical aspect is, in addition to further addressing the question of which isomer species predominates the SAM, determined in the following.

Here, the reader is referred to our second publication[2] for greater detail. Cursorily put, in X-ray absorption (XA), the orientation of the absorbing moiety relative to the X-ray beam can be deduced from the polarization dependence of the XA cross-section, if in turn the orientation of the XA transition dipole moment (arrows labeled “TDM” in Fig. 6.6) relative to the absorbing moiety is known. As shown above, ground-state Kohn-Sham orbitals provide approximate predictions of XA resonances in the initial-state picture. As illustrated in Fig. 6.4 and exploited in the previous section, they also hint at the extension and orientation relative to nuclear coordinates of XA final states, and consequentially, the corresponding TDMs. This allows our collaborators to unambiguously assign observed $\pi^*$ and $\sigma^*$ C 1s resonances to the phenyl and TF moieties, respectively.

With specific XA signals by way of the relative TDM orientation thus tied to the molecular geometry, the tilt angles $\alpha$ and $\vartheta$, and the twist angle $\gamma$ of the azobenzene moiety in the SAM can be deduced[2] from the NEXAFS intensity contrast[3] between different sample orientations (see Figures 6.6 and 6.7). Notably, the comparable values of $\alpha$ calculated from measurements at the C- and N 1s XA edges, clearly indicate that the
azobenzene moiety favors the trans isomer in the thermally equilibrated SAM – in the cis isomer, the two angles would differ considerably, due to the difference in diazo-bridge orientation (see e.g. Fig. 6.1).

However, XA as employed here only probes the average orientation of the molecules in the SAM. In order to understand possible variations from this average orientation, we again turn to DFT calculations:

The freedom of motion of the chromophore moiety in the angle $\gamma$, is coupled to its freedom of motion in the C-O-C bond angle $\xi$ and the internal azimuthal angle $\chi$, as defined in Fig. 6.8. This Figure shows B3LYP potential energy surface (PES) plots for an Az3 compound with a CH$_3$ termination of the alkane chain instead of the thiol group, and for the same molecule without the oxygen linker.$^\dagger$ The PESs were obtained by incremental variation, under complete optimization of all other geometrical degrees of freedom, of $\xi$ and $\chi$ in a dense grid for smaller values, and in a coarser grid for larger values. The plotted PES is an interpolation of the resulting irregular grid. The innermost plotted contour corresponds to 25 meV ($\sim k_B T$ at room temperature) above the minimum.

Fig. 6.8a shows that $\xi$ is rather rigid around its equilibrium value of 120°, with the three atoms lying in the plane of the adjacent phenyl ring (for $\chi = 0^\circ$). The phenoxy group is, however, rather freely rotatable around $\chi$ in a range of $\pm 20^\circ$. As evident from Fig. 6.8b azobenzene linked directly to the alkane chain is instead almost freely rotatable around the C-phenyl bond, but with a shallow potential minimum for an orientation of the alkane chain perpendicular to the phenyl plane ($\chi = \pm 90^\circ$).

The same holds for the intensively studied biphenyl-alkanethiols (BP$n$). BP$n$ are

$^\dagger$Tests revealed that the corresponding PESs for Az6 and TF-Az6 are identical.
Figure 6.7.: Structural model of the SAM of the azobenzene-functionalized alkanethiols, based on the here measured molecular orientation in combination with the AFM results of Wolf and Jaschke et al. The molecules are located at the corners and in the center of the rectangular unit cell with lattice vectors \(a = 6.05 \text{ Å}\) and \(b = 7.80 \text{ Å}\).

Figure 6.8.: DFT/B3LYP total energy contour plots for Az3 with the azobenzene chromophore in the trans configuration for a) an oxygen and b) a methyl alkanethiol - azobenzene linker.
known to exploit this rotational freedom to maximize the contact area of the aromatic moieties in adjacent molecules by aligning phenyl-moiety planes (so-called “π-stacking”). The close similarity between the tilt and twist angles measured in BPn SAMs and the here obtained values of \( \vartheta \) and \( \gamma \) in TF-Az6 SAMs is a strong indication that also the latter system undergoes π-stacking.

The third and last above defined component of the SAM structure – the periodic unit cell of the adsorbate overlayer – remains to be determined. AFM and STM measurements of Azo6 on Au show that the SAM forms a well ordered nearly rectangular lattice with basis vectors \( a = 6.05 \) Å and \( b = 7.8 \) Å and two molecules per unit cell. This is the assumption of the structural model shown in Fig. 6.7.

For simplicity the model in Fig. 6.7 assumes equal orientation of the two azobenzene chromophores in the unit cell. The two angles \( \alpha \) and \( \vartheta \) fix the orientation of the chromophore with respect to the surface normal, allowing motion of the molecule on a cone. For two molecules per unit cell this would allow for a herringbone-like arrangement of the chromophores in the SAM, again congruous with previous observations for BPn SAMs.

### 6.4. Optical Properties

Given the proposed switching mechanism of azobenzene (see chapter 2), optical properties of the TF-Az6 SAM in the ultraviolet to visible (UV/Vis) spectrum are of obviously crucial relevance. Consequently, this section presents UV/Vis spectroscopy performed by our collaborators, supported by TD-DFRT calculations performed by ERM. Since as explained the coupling of the substrate electronic structure to the chromophore moiety can be assumed negligible, UV/Vis spectroscopy in this system specifically probes changes in optical properties due to intermolecular interactions.

Absorption spectra in solution as well as reflection spectra from the SAM for TF-Az6 and Az6 are shown in Fig. 6.9. In ethanolic solution the spectra exhibit three main absorption features: The \( n-\pi^* \) transition (denoted as \( T_1 \)) at a photon energy of 2.8 eV, which is dipole forbidden in the thermally stable, inversion-symmetric trans conformation of azobenzene, the strong \( \pi-\pi^* \) transition (\( T_2 \)) at 3.5 eV, and a broad absorption line around 5 eV of higher \( \pi-\pi^* \) transitions (\( T_3 \)), where three sub-bands, marked by the vertical lines, can be discerned. The brightest TD-DFRT transition corresponding to the latter is dominated by a \( \pi-\pi^* + 1 \) (LUMO+1) component, distinguishing it from the in chapter 2 discussed \( S_3 \) and \( S_4 \) absorption lines, which in TF-Az6 corresponds to the HOMO-{3,4} - LUMO transitions.

Subtracting the background due to the gold substrate as calculated within a dielectric continuum-model (DCM), the SAM spectrum strongly resembles the absorption spectrum of the TF-Az6 compound in watery solution (cf. Fig. 6.2). The main difference is that the \( \pi-\pi^* \) transition in the SAM is broadened and shows an additional contribution, blue-shifted by 0.6 eV relative to the \( T_2 \) absorption maximum. Note that the absolute shift is comparable for TF-Az6 and Az6. The \( T_3 \) transition at around 5 eV shows in contrast a minor red-shift of about 0.1 eV.
Figure 6.9.: UV/Vis absorption spectra of TF-Az6 (black lines) and Az6 (gray lines). The spectra of the SAM (upper lines) have been measured in reflection and are difference spectra of the SAM-covered and clean gold substrate. The dashed line is a dielectric continuum-model (DCM) calculation of the background of the gold substrate (see text).

6.5. Chromophore Excitonic Coupling: The Extended Dipole Model

At this point, a short recapitulation is in order. So far, previous and current results indicate that a) the molecules in the TF-Az6 SAM do not switch, b) the SAM is formed from molecules in their trans conformer, c) the chromophoric moieties are substantially screened due to inter-molecular interactions, d) like in biphenyl SAMs, these moieties exploit a degree of twist rotational freedom to maximize $\pi - \pi$ stacking, and finally e) in the SAM, the “switching” $\pi - \pi^*$ transition exhibits a considerable spectral shift. Thus, combined with the insights of previous sections, there is ample evidence for exciton band-formation via inter-molecular coupling in the SAM. Allowing for fast quenching of molecular excited states, this would explain the low switching yield in TF-Az6 SAMs. In this section, this hypothesis is tested by a simulation of spectral shifts under the assumption of the existence of an exciton band.

Specifically, our collaborators calculate spectral shifts within the so-called extended dipole model (EDM). This approach is based on a very simple model Hamiltonian, which treats the interaction of an optically excited molecule with the other molecules in a crystal using a dipole approximation: The charge distribution of neutral molecules and the transition dipole moment of the excited species are approximated as point charges separated by a given distance (see Fig. 6.10a). The dipole approximation is best motivated at intermediate to small ratios of the magnitude of molecular dipoles to the separation between them, and is here justified by the size of the molecule and the SAM.
6.5. The Extended Dipole Model

Figure 6.10.: Extended dipole model (EDM): a) Transition dipoles \( m \) and \( n \) of length \( l \) and charge separation \( R_{mn} \). b) Top view showing the orientation of optical transition dipole moment \( m \) relative to the lattice. The angles \( \phi_1 \) and \( \phi_2 \) define the azimuthal orientation of the two transition dipole moments in the unit cell. c) False color plot of the calculated spectral shift of the \( T_2 \) dipole transition with respect to the azimuthal orientation \( \phi_1 \) and \( \phi_2 \) for fixed tilt angle \( \theta = 38^\circ \). d) Calculated spectral shifts \( \Delta E \) for the \( T_2 \) (solid line) and \( T_3 \) transition (dashed line) as a function of the tilt angle \( \theta \) of the corresponding optical transition dipole moment. The gray horizontal bars mark the expected coordinates of the dipole moments \( \mu(T_2) \) and \( \mu(T_3) \): The energy shift of the transition dipole moments is taken from UV/Vis spectroscopy and the angle \( \theta \) is determined by combining the orientation deduced from the NEXAFS measurements and the orientation of the optical dipole moment calculated via TD-DFRT. The extension of the bars represents the experimental errors.
The in the previous section determined structural model of the SAM defines the orientation and spatial distribution of dipoles. The transition dipole moments $\mu(T_2) = 8.94$ Debye and $\mu(T_3) = 3.03$ Debye of the $T_2$ and $T_3$ optical bands and their orientation with respect to the C-CF$_3$ axis are taken from the TD-DFRT calculations. Guided by the extent of the $\pi$-electron system along the respective directions, the lengths of the dipoles $l$ of the $T_2$ and $T_3$ transitions are taken to be 10 Å and 4 Å, respectively. The calculations include the interaction with all neighbors in a lattice consisting of $50 \times 50$ unit cells.

The interaction between neighboring transition dipoles depends strongly on their mutual orientation. Therefore the azimuthal angles, $\phi_1$ and $\phi_2$ in Fig. 6.10b, of the transition dipole moment were varied independently for the two molecules. In Fig. 6.10c the angular dependence of the spectral shift is presented for the $T_2$ transition with a dipole length of $l = 10$ Å in a false color plot. Corresponding to $\vartheta = 30^\circ$ the tilt angle of the optical transition dipole moment is taken as $\theta = 38^\circ$.

The areas of large spectral shifts (white) correspond to angle combinations where the partial charges of the extended dipoles approach each other closely. Hence these orientations are forbidden for steric reasons. As seen from the dark diagonal stripes, all combinations of equal azimuthal orientation for both molecules in the unit cell represent configurations where the intermolecular coupling, especially the excitonic coupling, is small ($\phi_1 = \phi_2$). The same holds along the path where the molecules rotate exactly counter-clockwise ($\phi_1 = 180^\circ - \phi_2$). In these configurations the excitonic band shift for large aggregates amounts to about 0.55 eV. This is of the same order of magnitude as the experimentally observed value of $0.6 - 0.65$ eV for the blue shifted absorption maximum and strongly supports that the interaction among the transition dipoles can very well describe the spectral shift of the $T_2$ transition in the UV/Vis spectra.

To evaluate the spectral shifts as a function of the tilt angle of the dipole moments $\theta$ with respect to the surface normal our collaborators assume a parallel configuration of the planes of the two chromophores in the unit cell as shown in Fig. 6.7, where steric hindering and repulsive dipole-dipole interactions are minimized (see Fig. 6.10c). The respective shifts of the dipole moments $\mu(T_2)$ and $\mu(T_3)$ of transitions $T_2$ and $T_3$ are depicted in Fig. 6.10d. The gray horizontal bars mark the measured energy shift of the dipole transitions $T_2$ and $T_3$ and the angular ranges for $\theta$ which are consistent with the molecular structure determined from NEXAFS, i.e. the angles $\alpha$ and $\vartheta$.

Given the simplicity of the extended dipole model and the complex structure of the SAM, experimental and calculated shifts agree well. Small corrections may stem from the additional static dipole interactions resulting from a change of the charge distribution in the excited state which have been neglected here. These corrections usually result in an additional redshift. However, even the present level of the modeling unambiguously establishes that the shift of the optical transitions is a clear signature of the interaction between the transition dipoles.
6.6. Summary

We have studied SAMs of the chromophore TF-Az6, and its components C6 and Az6 adsorbed at a gold surface, using a number of complementary X-ray absorption and photoemission techniques in conjunction with hybrid-functional DFT and TDDFT. XPS in the S 1s band, aided by peak assignment via initial-state DFT core-level shifts, indicate a high degree of order in the SAM, with a single adsorbed species of the typical thiolate bond. Supported by DFT, we consistently assign C 1s and N 1s XPS signals to all constituent moieties. Observed shake-up transitions are rationalized based on the calculated probability density distribution of the frontier orbitals.

Comparing XPS binding energies and π*-excitation energies of the azobenzene chromophore, it appears that screening of the N 1s XPS final state is weak and preferentially mediated by polarization. In contrast, the C 1s XPS final state has a lower energy than the neutral 1s⁻¹π⁺¹ excitation. Therefore, the ionic state must involve sizable screening. This result is confirmed by comparing measured C 1s binding energies to simulated initial-state shifts: The latter, lacking any account of excitonic (final-state) effects, compare perfectly to the XPS signal of the methylene groups deep in the SAM, but on the same energy scale underestimate C 1s binding energies of the TF end-group. This is congruous with a sizable screening of the azobenzene moiety. As the latter cannot be due to substrate charge transfer, it must be an inter- and intra-molecular phenomenon.

Based on NEXAFS measurements and DFT calculations the picture of the chromophore adsorption geometry is further refined. Combined with the calculated gas-phase molecular geometry, the determined NEXAFS absorption polarization dependence and reference results for the lateral periodicity provide us with a nearly complete model of the monolayer, including the chromophore extension and average orientation. The latter compares well with recent results for biphenyl SAMs, which have been shown to orient such that the phenyl π-interaction is maximized, consistent with the posited intermolecular coupling, and quenching of 'switching' excited states.

Optical properties were studied with a combination of UV/Vis spectroscopy and TDDFT. On the basis of the geometric structure and calculated UV/Vis transition dipole moments, the 0.6 – 0.65 eV redshift of the $T_2$ ($\pi$ to π* (LUMO)) and 0.05 eV blue-shift of the $T_3$ ($\pi$ to π* (LUMO+n)) transitions are qualitatively described by an extended dipole model, demonstrating the importance of excitonic coupling among the azobenzene π systems.

This finding introduces an important new aspect in azobenzene-based surface-decoupled molecular switch design: Lest the “switching” molecular excited states be quenched, there is an upper limit to the density of functional azobenzene-based switches significantly lower than that dictated by mere molecular geometry (steric blocking). Therefore, not only must azobenzene-based switches be functionalized in such a way as to decouple the chromophoric moiety from the substrate electronic structure and transfer order from substrate to the adsorbate overlayer, their design must also provide sufficient lateral
spacing, achieved in a manner compatible with other design constraints.
Part III.

**Surface Adsorbed Switches**
7. Azobenzene at Coinage Metal Surfaces: The DFT-GGA Adsorption Picture

The previous chapter demonstrated how attractive intermolecular interactions between chromophore moieties can quench switching, in spite of an almost complete decoupling from the surface electronic structure. As outlined in chapter 2, a similar argument of coupling to the substrate electronic structure has been made to explain the generally low switching yield of azobenzene directly adsorbed at coinage metal surfaces. However, his argument is not sufficient to explain the observed substantial variations in switching behavior with ostensibly small chemical changes in substrate material and structure and switch functionalization. The understanding of these effects is vital to efficient switch design, making the investigation of the geometric and electronic structures, as well as the general bonding picture, of directly adsorbed switches a topic of utmost relevance. In this context, state of the art first-principles simulations stand to offer detailed insight unattainable by other means.

First-principles modeling of reactions and adsorption at solid surfaces is a multi-faceted research topic: Bridging the gap between traditional solid state theoretical physics and quantum chemistry, it is firmly rooted in models from both parent fields. Nevertheless, the unique characteristics of interface electronic structure generally requires further refinement of these concepts. As in depth discussed in chapter 10, given a theoretical model consistently describing electronic structure with varying system size, a meso- or macroscopic object (e.g. an extended solid surface), on the atomic scale of practically infinite (or semi-infinite) extension, could be simulated to within the model arbitrary accuracy by a finite system of sufficient size. However, the to a degree mutually exclusive requirements of accuracy, transferability and scalability of electronic structure methods (see chapter 3), has led to the widespread adoption of periodic boundary condition (PBC) techniques in theoretical surface science. In PBC, the electronic structure is inherently treated as an object of infinite extension, which allows for accurate yet tractable simulations of high-symmetry crystalline systems of small fundamental bandgaps, e.g. bulk metals.

Systems of lower symmetry or periodicity in less than three dimensions can also be treated with PBC techniques in the so-called super-cell approach. For example, a true solid surface resting on a macroscopic chunk of bulk material in vacuum, may to arbitrary accuracy be approximated by a slab of sufficient thickness in a super-cell of a size inversely proportional to the degree of translational symmetry of the surface, which is periodically repeated in the surface plane, i.e. in two dimensions. In three-dimensional PBC, the super-cell dimension perpendicular to the slab is extended until true vacuum conditions at the surface are achieved (see Fig. 7.1).
Metallic surfaces pose additional difficulties: The post Hartree-Fock methods (see chapter 3.3) representing the state of the quantum chemistry art, often rely on low-order approximations of the true many-body interactions which work well for sparse matter, but not for dense matter. Some such correlation models, e.g. MP2 (see section 3.3), approach singularities in the zero-bandgap limit. Additionally, the computational scaling of typical post Hartree-Fock methods severely limit their applicability to dense matter systems, in particular when their size is dictated by a large adsorbate.

Density functional theory, tracing its ancestry to explicit models of the solid state, exhibits none of these deficiencies, and enjoys the status of method of choice for solid state calculations since over four decades. Given the relative computational simplicity and competitive performance of (semi-)local LDA- and GGA-based exchange-correlation (xc) functionals also for calculations of solid surfaces\cite{187,188}, it comes as no surprise that PBC DFT using in particular the latter functional family still must be considered the state of the art of first-principles simulations in surface science.

At this point the goal of this chapter can be defined as follows: We here aim to exhaustively study the bonding and meta-stable structures of azobenzene adsorbed at close-packed coinage metal (111) surfaces, using DFT-GGA. The results of this study have been published in Physical Review B\cite{111}. As will be demonstrated, DFT-GGA is not without deficiencies in the description of large aromatic molecules at surfaces, of which in particular two are important for the following results:

In the previous chapter, the hybrid B3LYP\cite{121,122} functional was chosen over LDA and
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GGA functionals since the effect of the delocalization error\textsuperscript{110} (following self-interaction, see discussion in chapter 4) was found more influential in the latter. This problem is often equally evident in surface adsorption calculations, fundamentally affecting qualitative aspects such as the adsorption site preference of simple adsorbates\textsuperscript{113,114}. While recently implemented in some PBC DFT packages, the conditionally transferable, semi-empirical form of B3LYP has proven wholly inappropriate for transition metal systems\textsuperscript{125}, which is confirmed in section 10.2.

Another problem, in particular for the interaction of $\pi$-like orbitals (and consequentially large aromatic molecules) with noble metals of great importance\textsuperscript{193,194}, is that of the underestimation or spurious description of dispersive van der Waals interactions by (semi-)local xc-functionals. This is one of the greatest contemporary challenges for first-principles theory and forms the main methodological theme of this thesis. The consequences of this issue for the current adsorption problem are discussed in depth and revisited on the level of semi-empirical correction schemes\textsuperscript{197,203} in chapter 8. This methodology is in turn critically reviewed in chapter 10.

Nevertheless, the bonding of azobenzene at coinage metal surfaces is complex, and we in the following carve out some governing factors in the molecule-surface interaction that appear quite robust with respect to the employed approximate xc treatment. This notably concerns a rationalization of the obtained energetic ordering of the molecular states at the surface, and an analysis of the recent tip-manipulation and photo-excitation experiments from the view point of the derived bonding mechanism.

7.1. Theory

As in the previous chapter, we choose the GGA parametrization suggested by Perdew, Burke and Ernzerhof (PBE)\textsuperscript{116,117}. We use a plane-wave basis-set in PBC, with the wave-function near the ionic nuclei represented by ultra-soft pseudopotentials\textsuperscript{146,147} (see section 5.2), as implemented in the CASTEP software package\textsuperscript{206}. Gas phase molecular geometries and properties were determined by optimizing isolated molecules in a rectangular (40 $\times$ 30 $\times$ 30) Å$^3$ super-cell, with $\Gamma$-point $\mathbf{k}$-space sampling and a plane-wave kinetic energy cutoff of 800 eV. Plane-wave calculations of isolated molecules were complemented by finite-system calculations using the NWChem package\textsuperscript{153} and the def-TZVP\textsuperscript{154} basis set, as described and motivated in the previous chapter (section 6.1).

As explained in greater detail in appendix B sections B.1-B.3, isolated molecules adsorbed on semi-infinite (111) surfaces were modeled using the super-cell technique, with the substrate represented by a slab of metal atoms (see Fig. 7.1). The slabs were constructed from the GGA-PBE optimized lattice constants ($a_o$(Cu) = 3.63 Å, $a_o$(Ag) = 4.14 Å, $a_o$(Au) = 4.19 Å).

Depending on the registry of the trans isomer with the substrate, large (6 $\times$ 3) or (6 $\times$ 4) (111) surface unit-cells were needed to decouple the adsorbed molecule from its periodic images. No possibility for reconstruction was considered for both clean and adsorbate-covered surfaces. This enables a direct comparison of the bonding at the three coinage metal surfaces and is expected to grasp the dominant local aspect of the molecule-surface
interaction. On the other hand, it dismisses secondary long-range effects in the large-scale Au(111) herringbone reconstruction\cite{207} that have been shown to affect the ordering behavior at finite coverages\cite{46} (see discussion in section B.2).

The most stable adsorption site was determined by full relaxation of the molecular and top layer geometrical degrees of freedom, of each of the two isomers adsorbed on one side of a three layer slab. Structure optimization relied on the BFGS algorithm\cite{208} as implemented in CASTEP, and the default convergence threshold on the maximum absolute ionic force component of 0.05 eV/Å. Determined by thorough convergence tests (section B.3), the plane-wave kinetic energy cutoff was set to 350 eV, the vacuum distance exceeded 13 Å, and reciprocal space integration was done using (2 $\times$ 4 $\times$ 1) Monkhorst-Pack grids\cite{209}.

In order to determine the preferred adsorption site, both azobenzene isomers were optimized in six different adsorption geometries on all three surfaces as sketched in Fig. 7.2: The molecule was centered on the bridge (B), top (T) and fcc hollow (H) surface sites, and shifted such that either the azo-bridge (-N = N-) center of mass (labeled 1) or one of the azo-bridge N atoms (labeled 2) aligned with the adsorption site. In most optimizations, the molecule relaxed towards the 1:1 metal-N atom coordinated B1 geometry (shown centered at the bottom of Fig. 7.2), which at all three surfaces and for both isomers was also the energetically most favorable among those found. Given this clear trend and the likely small differences between the fcc and hcp hollow sites, we refrained from additional explicit geometry optimizations starting from the hcp hollow sites. For the thus defined most stable geometry the absolute adsorption energy, the work function, density of states (DOS) and projected DOS (PDOS) were determined at refined computational settings and a (6 $\times$ 3) (111) surface unit-cell with the molecule adsorbed at a seven layer, inversion-symmetric slab (see sections B.4 and B.5).

The adsorption energy is defined as

$$E_{\text{ads}} = \frac{1}{2} \left[ E_{\text{azo@(111)}} - E_{\text{(111)}} \right] - E_{\text{azo(gas)}} ,$$

(7.1)
where $E_{\text{azo}(111)}$ is the total energy of the relaxed azobenzene-surface system, $E_{(111)}$ the total energy of the clean slab, and $E_{\text{azo(gas)}}$ the total energy of the corresponding relaxed gas-phase isomer (all three computed at the same plane-wave cutoff), and the factor 1/2 accounts for the two adsorbates in the inversion-symmetric geometry. The adsorption energy of either cis or trans isomer at the surface is thus measured relative to its stability in the gas-phase, and a negative sign indicates that adsorption is exothermic. Using total energies of inversion-symmetric, seven layer slabs, the cis-trans relative stability $\Delta E_{\text{C-T}}$ is with the above notation defined as

$$\Delta E_{\text{C-T}} = \frac{1}{2} \left[ E_{\text{azo}(111)}(\text{cis}) - E_{\text{azo}(111)}(\text{trans}) \right].$$

(7.2)

Convergence tests detailed in section B.3 indicate that this central quantity is converged to within ±30 meV at the chosen settings. Work functions have also been converged to similar accuracy (see section B.4).

The density of adsorbate-substrate system states projected on those of the isolated adsorbate has proven an invaluable resource for the characterization of adsorbate-substrate bonding\cite{55, 210–214}, and is one of a few observables available exclusively in theoretical simulations. Many current implementations of such tools project the wave-function onto that of a sum of free atom wave-functions. The latter are readily obtained, and usually calculated anyway to establish a reference atomic total energy. For e.g. mono-atomic or some small molecular adsorbates, the true Kohn-Sham wave-function of the isolated adsorbate differs sufficiently little from that of the sum of its constituent atoms, for this approximation to be valid.

However, for adsorbates the size of azobenzene, the true isolated adsorbate wave-function is too complex for such an approximation to provide physically relevant information. We have therefore for this purpose created a tool projecting the total adsorbate system wave-function onto an actual Kohn-Sham wave-function in the same basis set. In practice, the molecular PDOS\cite{215} $\rho_a(E)$ is defined by projections of the Kohn-Sham (KS) states of the (adsorbed) molecule-surface system $|\phi_{b,k}\rangle$ with KS Eigenvalues $\epsilon_{b,k}$ onto a certain KS orbital $|\phi_a\rangle$ of the isolated molecule in the adsorption geometry

$$\rho_a(E) = \sum_{b,k} w_k |\langle \phi_a | \phi_{b,k}\rangle|^2 \delta(E - \epsilon_{b,k}).$$

(7.3)

The summation over band indices $b$ and $k$-point indices $k$ is weighted by the $k$-point-weights $w_k$ so that an integration of $\rho_a(E)$ over $E$ gives $|\langle \phi_a | \phi_a\rangle|^2$ if sufficiently many bands of the molecule-surface system are considered: In an iterative wave-function diagonalization procedure as used here, the wave-function is expanded in a subset of the full basis set as opposed to a direct diagonalization SCF algorithm. Therefore, the projection norm depends on the size of that subspace. Furthermore, the molecular orbitals in the generalized eigenvalue formalism of ultra-soft pseudopotentials are orthonormalized with respect to the basis functions multiplied by the projectors, as opposed to the basis functions themselves. Therefore Eq. (7.3) must be evaluated considering the projector overlap matrix\cite{139}.
Figure 7.3.: GGA-PBE Kohn-Sham eigenvalues with respect to the vacuum level of the four frontier orbitals HOMO-1 (π), HOMO (n), LUMO (π*) and LUMO+1 (π*) of gas-phase trans (dashed lines) and cis (solid lines) azobenzene. Additionally shown are corresponding orbital representations superimposed on the skeleton geometric structure (left: trans, right: cis, cf. Fig. 2.1).

In order to achieve a consistent basis set, we used molecular KS orbitals |ϕ_{a,k}⟩ which were calculated in the same super-cell and with the same energy cut-off and k-point grid as the molecule-surface system to evaluate Eq. (7.3). We verified that the artificial dispersion of these molecular KS orbitals is indeed negligible within the desired accuracy of our computational setup, in addition to exhaustive tests of the code integrity itself, some of which are described in section B.5. In the plots below, the resulting δ-functions have finally been convoluted with a Gaussian function of 0.2 eV full width at half maximum for better visualization.

7.2. Results and Discussion

7.2.1. Gas-phase Azobenzene

We begin our analysis with the properties of gas-phase azobenzene, defined in exactly the same way as in section 6.1 at the current level of theory. Figure 7.4 illustrates these parameters in the surface adsorbed geometry (cf. Fig. 6.2). Reassuringly, the total difference of the here optimized geometry parameters and energetics and those reported for PBE/def-TZVP in Table 6.1 amounts to a mere 0.03 Å lengthening of the d_{NN} and d_{CN} bond lengths. The xc-functional being identical in both cases, this minor difference is likely due to differences in the basis set. Again, it is fair to say that with respect to the geometric structure the employed GGA functional yields results comparable to the hybrid B3LYP functional or post Hartree-Fock methods. However, the previously observed cancellation of long- and short-range errors in the relative isomer stability ΔE_{C−T} appears also here.

In line with the discussion of section 6.1 the description of the molecular frontier orbitals is more problematic. Figure 7.3 shows representations of select frontier KS orbitals that are of particular interest both with respect to the bonding mechanism
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Figure 7.4.: Top panel: Top view of the azobenzene trans isomer at the preferred DFT-GGA adsorption site (i.e. the B1 geometry of Fig. 7.2). Bottom panel: Side view of the corresponding cis isomer adsorption geometry. Additionally shown in both panels are definitions of analyzed geometry parameters $z$, $d_{NN}$, $\omega$, and $\alpha$ (see text; cf. Fig. 6.2).

to the surface, and with respect to possible isomerization pathways (see chapter 2 cf. 2.1). These here range from the second highest occupied molecular orbital (HOMO-1), over HOMO and lowest unoccupied molecular orbital (LUMO) to LUMO+1. Compared to the less delocalization error hampered B3LYP functional, the GGA-PBE functional yields the correct molecular character of these orbitals. The HOMO-1 and LUMO contain large contributions of the $\pi$ and $\pi^*$ orbital of the $-N=N-$ moiety, respectively. The HOMO consists predominantly of the N lone pairs and the LUMO+1 is centered on the $\pi^*$ system of the phenyl rings. While the ordering of these frontier orbitals is identical in the hybrid and GGA functionals, the fundamental bandgap is as explained smaller in the latter (1.95 eV and 1.91 eV in PBE for trans and cis respectively, as opposed to 3.92 eV and 3.76 eV in B3LYP).

7.2.2. Adsorption Geometry and Energetics

The most favorable adsorption site obtained at all three coinage metal surfaces corresponds to the $-N=N-$ moiety bridging between two surface atoms as sketched in the B1 geometry of Fig. 7.2. While in this adsorbed state the symmetry of the gas-phase molecule is lifted, and the azo-bridge in principle could be vertically tilted with a concomitant symmetry breaking of the molecular structure as expressed by two different bond angles $\alpha$ of the two phenyl-rings, we find that this is not the case.
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<table>
<thead>
<tr>
<th></th>
<th>Trans</th>
<th>Cis</th>
</tr>
</thead>
<tbody>
<tr>
<td>z (Å)</td>
<td>d_{NN} (Å)</td>
<td>ω (°)</td>
</tr>
<tr>
<td>Gas-phase</td>
<td>–</td>
<td>1.30</td>
</tr>
<tr>
<td>Cu(111)</td>
<td>1.98</td>
<td>1.40</td>
</tr>
<tr>
<td>Ag(111)</td>
<td>3.64</td>
<td>1.30</td>
</tr>
<tr>
<td>Au(111)</td>
<td>3.50</td>
<td>1.30</td>
</tr>
</tbody>
</table>

Table 7.1.: Structural parameters as defined in Fig. 7.4 for trans and cis azobenzene in the relaxed most stable adsorption geometry at the three coinage metal surfaces and compared to the optimized gas-phase structure.

At all three surfaces, the azo-bridge lies flat at a height $z$ above the surface, and the two phenyl-rings show identical angles $\alpha$, essentially unchanged from the gas-phase value, i.e. 115° and 124° for trans and cis azobenzene respectively (cf. Table 6.1). These values have therefore been left out of Table 7.1. Similarly, since $d_{CN}$ is not further discussed here, its definition has not been included in Fig. 7.4, which illustrates the optimal adsorption geometry and the main structural parameters as discussed in the context of the gas-phase molecule.

We begin the detailed discussion with the trans isomer at Au(111) and Ag(111). The calculated geometry values listed in Table 7.1 may be summarized in that the molecule remains essentially flat, with a dihedral angle $\omega = 180°$ as in the gas-phase, and sits at a rather large height $> 3.5$ Å above the surface. Due to some axial twisting of the phenyl-rings, the variation of $z$-heights exhibited by the individual atoms within the molecule nevertheless amounts to $\Delta z = 0.34$ Å and 0.37 Å on Au(111) and Ag(111), respectively. While relatively minor, this difference could play an important role in the coupling of electronic excitations with intra-molecular rotations, for which a non-planar geometry has been found a necessary prerequisite.

The comparatively weak bonding suggested by the large $z$-height is indeed confirmed by the exothermic, but small calculated adsorption energy of about $-0.1$ eV at both surfaces, cf. Table 7.2 and is consistent with the virtually unchanged azo-bridge bond length of 1.30 Å in the adsorption geometry, cf. Table 7.1. The correspondingly deduced weak physisorptive bonding scenario is, however, particularly prone to the prominent lack of dispersive interactions in the employed GGA-PBE functional as discussed in the introduction. Without a corresponding attractive contribution, the $z$-height of the molecule is exclusively governed by the steep Pauli repulsion wall encountered by the phenyl-rings, preventing a closer approach and stronger bonding of the molecule to the surface. As explained in chapter 8 this offset balance is an artifact of the lack of dispersive van der Waals interactions in the semi-local xc-functional.

Nevertheless, even at such a reduced height, the planar trans geometry fixes the azo-bridge atoms at a distance to the surface that is outside the range that would enable
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<table>
<thead>
<tr>
<th></th>
<th>$E_{\text{ads}}$</th>
<th>$\Delta E_{C-T}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trans</td>
<td>Cis</td>
<td></td>
</tr>
<tr>
<td>Gas-phase</td>
<td>−</td>
<td>0.57</td>
</tr>
<tr>
<td>Cu(111)</td>
<td>-0.27</td>
<td>-0.24</td>
</tr>
<tr>
<td>Ag(111)</td>
<td>-0.11</td>
<td>0.26</td>
</tr>
<tr>
<td>Au(111)</td>
<td>-0.12</td>
<td>0.42</td>
</tr>
</tbody>
</table>

**Table 7.2:** Adsorption energies $E_{\text{ads}}$ as defined in Eq. (7.1) for trans and cis azobenzene at the three coinage metal surfaces, and the relative energetic stability of the two adsorbed isomers $\Delta E_{C-T}$, as defined in Eq. (7.2). All values in eV.

the formation of stronger covalent bonds to the top-layer metal atoms, and is thereby the main limiting factor in the molecule-surface interaction. This problem does not exist for the cis isomer, where due to the bent molecular geometry the azo-bridge can come much closer to the surface with the phenyl-rings pointing away from the surface and thus at heights that are not yet in conflict with the repulsive wall, cf. Fig. 7.4. This picture is nicely reflected by the computed much smaller $z$-heights slightly in excess of 2 Å bringing the azo-bridge atoms into bond distances to the directly coordinated surface metal atoms highly reminiscent of corresponding distances in transition metal complexes (see Table 7.1).

Consequentially the $-N=N-$ bond gets activated, as reflected by the slightly elongated $d_{NN}$ bond length. In detail, the resulting optimum $z$-heights still seem to require some additional bending of the molecule to lift the phenyl-rings even further away from the surface as expressed by the somewhat increased dihedral angle $\omega$ for cis azobenzene at both surfaces, cf. Table 7.1. The cost for this bending partly compensates the gain from the formed azo-bridge surface bonds, but as apparent from Table 7.2, the net resulting adsorption energy for the cis isomer is still larger than in the trans case, and correspondingly, we arrive at a decrease of the relative energetic stability of the two isomers. At both Au(111) and Ag(111) the trans form is however still more stable, consistent with the conclusion from several STM studies which interpreted the measured "dumbbell" appearance of the thermally more stable adsorbed molecular configuration in terms of the trans isomer.

Continuing with the remaining Cu(111) surface, we find a much stronger interaction even at the GGA-PBE level. In contrast to the situation at Ag(111) and Au(111), both the trans and cis form of azobenzene adsorbs at a vertical $z$-height that brings the azo-bridge atoms to typical covalent N-Cu bond distances known from transition metal complexes. While due to the smaller Cu radius the Pauli repulsion for the phenyl-rings sets in at a closer distance, the low $z$-height of the $-N=N-$ moiety is incompatible with a fully planar trans adsorption geometry. As shown in Table 7.1, this leads to a pronounced buckling of the molecule with a final dihedral angle $\omega$ almost equal to
that of the adsorbed cis isomer. The cost of this severe distortion of trans azobenzene
again directly carries over to the final adsorption energy. As a result, whereas the $d_{NN}$
elongation and $E_{ads}$ are both large in the cis isomer, $E_{ads}$ is smaller in the trans isomer
despite an even greater $d_{NN}$ elongation.

At Cu(111) this difference in the net adsorption energy finally leads to a reversal of
the relative stability, i.e. we obtain the cis isomer to be more stable by $-0.24$ eV than the
trans configuration, which as such is an intriguing find. It is again intuitively rationalized
by the different preferred adsorption heights of the central azo-bridge and the closed-shell
phenyl-rings, which can be much better accommodated in the three-dimensional
cis form. For any strong enough azo-bridge to surface bonding this will naturally offset
the higher gas-phase stability of the trans isomer, and as indicated by our calculations
this seems to be the case at Cu(111). Indeed, these results are in qualitative agreement
with previous work$^{55}$ on the azobenzene derivative di-meta-cyano-azobenzene (DMC)
adsorbed at the Cu(100) surface.

7.2.3. Electronic Structure

Important information concerning the bonding mechanism at the surface is already pro-
vided by the electronegativity (EN) of the isolated molecule. For trans and cis azoben-
zene we compute the Mulliken EN$^{218,219}$, defined as the mean of electron affinity and
ionization potential, as 4.44 eV and 4.11 eV, respectively (see Table 7.3). Again start-
ing our discussion with the adsorption at Au(111), comparing these values to the clean
surface work function $\Phi_{Au(111)} = 5.20$ eV, this suggests some charge transfer from the
molecule to the metal substrate, and more specifically slightly more charge transfer in
the case of the less electronegative cis isomer.

The calculated lowering of the work function for trans and cis azobenzene adsorption
of $-0.37$ eV and $-1.30$ eV, respectively, is consistent with this expectation, cf. Table 7.3.
Quantitatively it is important however, to realize that even without any charge transfer
(or more generally charge rearrangement) upon adsorption a work function change can
already result if the molecular over-layer as such exhibits a non-zero dipole moment$^{212}$.
In this respect, the two azobenzene isomers differ significantly in that the gas-phase
trans configuration has no dipole moment, whereas the cis configuration exhibits a finite
calculated dipole moment of 3.23 Debye.

In order to disentangle the contributions to the work function change, we therefore
compute the potential change across a free-standing molecular over-layer in exactly the
same geometric structure as it has in the adsorbed state. Subtracting this term we arrive
at the work function change $\Delta \Phi^*$ solely due to the charge rearrangement caused by the
interaction of the over-layer with the metal substrate. As shown in Table 7.3, the values
for $\Delta \Phi_{Au(111)}^*$ are $-0.36$ eV and $-0.55$ eV for trans and cis azobenzene, respectively,
which now fit almost too perfectly into the electronegativity picture of an only slightly
larger charge transfer to the metal in case of the cis isomer.
Table 7.3: Electron affinity (EA), ionization potential (IP), and Mulliken electronegativity (EN) of the free trans and cis azobenzene molecule, compared to the work function of the clean surface (Φ), the change of the work function induced by the adsorbed molecule (∆Φ), and the change of the work function after subtracting the change induced by the potential drop through the molecular over-layer (∆Φ*), see text. The last two values correspond to the molecular coverage as resulting from the employed surface unit cell. Nevertheless, since we use the same (6 × 3) unit cell for both isomers, the induced work function changes are directly comparable. All values are given in eV.

At this stage, we stress, however, the well-known limitations of the charge transfer notion at metallic surfaces. Distinguishing between an actual transfer of charge between molecule and substrate or a polarization of the molecular charge accompanied by a varying degree of charge displacement due to Pauli repulsion in the overlapping electron density tails of the bonding partners is to some degree semantics. We make no attempt to contribute to this discussion here, and henceforth simply refer to charge transfer in quotes to emphasize its conceptual nature.

Figure 7.5 analyzes the azobenzene at Au(111) interaction in terms of the PDOS projected onto the molecular frontier orbitals. Similar to the discussion of the work function changes we aim to single out the effect of the charge rearrangement upon adsorption by also showing the level positions as they would result within a Schottky-Mott model, i.e. by simply aligning the vacuum level of the free molecule and the clean surface.

While this model in general ignores the formation of a surface dipole, we modify it for our purposes by including the above described potential change caused already by the dipole moment of the free-standing molecular over-layer. Any shift between the orbital
energy in this modified Schottky-Mott model and in the fully self-consistent calculation can this way be attributed to the charge rearrangement caused by the molecule-surface interaction.

Starting with the PDOS of trans azobenzene at Au(111) shown in the left upper panel of Fig. 7.5, we see the four projected frontier orbitals, HOMO-1, HOMO, LUMO, and LUMO+1 broadened with hardly any degree of intermixing with Au $d$-states. Compared to their position in the modified Schottky-Mott model all levels are roughly equally shifted by about 0.8 eV to lower energies, which is the direction one would also expect from the previously discussed “charge transfer” into the metal substrate, but which could equally well merely result from the lowering in the surface potential. Despite the down-shift, the LUMO still remains well above the Fermi-level. Both this and the actually resulting HOMO and LUMO positions at $-0.7$ eV and $+1.2$ eV respectively are in reasonable agreement with scanning-tunneling spectroscopy (STS) measurements by Choi et al. This suggests that the sizable self-interaction induced error in the description of the HOMO-LUMO gap of the free molecule (cf. subsection 7.2.1) is less influential here, and that the orbital energies of the surface adsorbed molecule may be rather adequately described at the GGA-PBE level.

In case of cis azobenzene adsorption at Au(111) the actual level positions are in general at lower energies, cf. Fig. 7.5. This is primarily due to the fact that because of the finite potential change caused by the free-standing molecular over-layer already the level positions in the modified Schottky-Mott model lie at lower energies. With a comparable down-shift of the self-consistently calculated frontier orbitals as for trans azobenzene (vide infra), this has as one consequence that the projected LUMO lies now just above the Fermi-level. As a second consequence, both the HOMO and HOMO-1 level fall right into the energy range of the Au $d$-band with a concomitant stronger hybridization. The down-shift of the LUMO is with about 1.0 eV even slightly stronger than for the trans isomer, again in line with the above discussed picture of a slightly stronger “charge transfer” as inferred from electronegativity differences and work function changes, or alternatively with a stronger lowering in the surface potential due to the lower adsorption height of this isomer. The exception of the much smaller shift of the LUMO+1 level of only 0.4 eV is in this respect primarily due to the distorted adsorption geometry:

Moving to the azobenzene adsorption at Ag(111) we find essentially the same picture as obtained at Au(111), yet with subtle and intriguing modifications. The lower surface work function of $\Phi_{Ag(111)} = 4.46$ eV yields a considerably smaller electronegativity difference to the azobenzene molecule, and one would correspondingly expect a smaller “charge transfer”. The reduced work function change $\Delta \Phi^*$ upon trans azobenzene adsorption, i.e. after correcting for the dipole moment of the free-standing molecular over-layer, is consistently at $-0.23$ eV smaller than the corresponding value at Au(111), cf. Table 7.3.

The approximately uniform down-shift of the projected frontier orbitals compared to their position in the modified Schottky-Mott model shown in Fig. 7.5 is with about
Figure 7.5: Density of states (DOS) projected onto the frontier orbitals of gas-phase azobenzene: HOMO-1 (blue dotted line), HOMO (green dashed line), LUMO (red solid line), LUMO+1 (magenta dash-dotted line), see Fig. 7.3 for a representation of these orbitals in the free molecule. Additionally shown is the total DOS of the employed super-cell downscaled by a factor 75 (thin black line), as well as the position of the corresponding frontier orbitals (vertical sticks at the upper x-axis) in a modified Schottky-Mott picture that neglects the formation of a surface dipole through charge rearrangement upon adsorption (see text). Upper panel: Au(111). Middle panel: Ag(111), Lower panel: Cu(111). For all three surfaces adsorption of the trans isomer is shown on the left, and adsorption of the cis isomer on the right.
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0.6 eV smaller than the corresponding value of 0.8 eV for trans adsorption at Au(111). Because of the much smaller Ag(111) work function the LUMO nevertheless ends up closer to the Fermi-level than was the case at Au(111), and is further lowered to just above \( E_F \) in the van der Waals corrected geometry. With the Ag \( d \)-band starting at lower energies not even the HOMO-1 has significant overlap with the metal \( d \)-states, and we find all four frontier orbitals largely retaining their molecular character, however. While all of these findings fit perfectly into the overall picture developed at Au(111), the deviations start when turning to the cis azobenzene adsorption. From the smaller electronegativity of this isomer, one would expect a slightly larger “charge transfer” than in the case of trans azobenzene, and correspondingly a somewhat larger reduced work function change \( \Delta \Phi^* \) as was the case at Au(111).

However, the calculated \( \Delta \Phi^* \) is essentially zero, cf. Table 7.3. We attribute this to the closeness of the LUMO to the Fermi-level already in the modified Schottky-Mott model, as apparent in Fig. 7.5. A “charge transfer” or surface potential induced down-shift of this orbital leads therefore to a significant population of this formerly unoccupied level with a concomitant charge back-donation into the molecule counteracting the work function lowering. This more complex interaction is finally also obtained for trans and cis azobenzene at Cu(111), where we now find a significant LUMO population for both isomers. That this results also for the trans case is partly already due to the strongly distorted adsorption geometries described in subsection 7.2.2 above. These distorted geometries exhibit a much increased dipole moment, which offsets the somewhat larger Cu(111) work function, cf. Table 7.2, and leads to level positions in the modified Schottky-Mott model that are as low as in the case of Ag(111).

With the higher-lying Cu \( d \)-band and the much shorter distance of the adsorbed molecule above the Cu(111) surface this enables a much stronger hybridization of the frontier orbitals than at the other two coinage metal surfaces, which is even further increased at the van der Waals corrected geometry. As a result HOMO-1, HOMO and LUMO all form broad bands with mixed metallic and molecular character and the counteracting donation and back-donation contributions result in small overall reduced work function changes \( \Delta \Phi^* \) for both isomers, cf. Table 7.3.

7.3. Summary

The initially formulated goal of this chapter is to exhaustively characterize the adsorption of azobenzene at coinage metal (111) surfaces, using DFT within the GGA approximation of the xc-functional. The results may be qualitatively summarized in terms of three major contributions to the adsorption energy, namely the intra-molecular distortion energy, the Pauli repulsion between phenyl rings and substrate, and a covalent-type bonding of the azo-bridge (or -N=N- moiety) lone pair and the substrate. Whereas the second effect is weakly dependent on the adsorbate - substrate registry, the third effect prefers a 1:1 metal - N atom coordination, which due to the dimensions of the azo-bridge and the equilibrium bulk metal lattice constant is closest approximated in a geometry where the molecule centers on and aligns with the bridge site of the (111) lattice.
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Important qualitative differences between substrates in the balance of these effects are observed: At Cu, the third bonding component is strong, pinning the azo-bridge at a short surface distance comparable to Cu-N bonds of transition metal complexes. In the planar trans isomer, the proximity of the phenyl rings to the surface leads to a repulsion strong enough to overcome the first bonding component, resulting in a substantial distortion of the molecular geometry compared to gas-phase. In the three-dimensional cis isomer, the phenyl rings naturally remain at a larger distance to the surface, which greatly reduces the ring repulsion, leaving the gas-phase geometry virtually unchanged. Consequentially, the cis-trans isomer relative stability at Cu(111) is reduced by nearly 1 eV from the gas-phase value, to the point of changing its sign.

At Ag(111), the overall adsorbate - substrate interaction is significantly weaker. While still strong enough to orient the adsorbate in the same geometry as at Cu(111), the third mentioned bonding component is not able to significantly distort the trans isomer. Still, the competition between azo-bridge and phenyl ring substrate interactions is weaker in the cis isomer, leaving the relative isomer stability reduced, albeit much less so than in the case of Cu, and still positive. Au(111) proves less reactive still, and exhibits a DFT-GGA bonding picture very similar to that of Ag(111), up to a less reduced relative isomer stability. These findings are intuitively rationalized in terms of the more reactive Cu d-band in conjunction with the smaller Cu atomic radius.

However, the severity of these predictions must be emphasized: DFT-GGA suggests, that the cis isomer is significantly more stable than the trans isomer at Cu(111), which likely would have radical consequences for the switching function at this substrate. This is however straightforward to test experimentally, and goes diametrically against current findings in similar systems.⁴⁷,⁵⁵ In fact, as will be shown in the following chapter, the strong geometrical distortion and ensuing isomer stability reversal at Cu is a mere artifact of deficiencies in the DFT-GGA description of dispersive van der Waals interactions.

Our PDOS analysis within a modified Schottky-Mott model is qualitatively unaffected by the lack of dispersive van der Waals interactions (see section B.6), and hints at possible reasons for the variety of experimentally observed switching behavior. The very strong hybridization of the adsorbate HOMO-1 to LUMO+1 with the Cu electronic structure in both isomers is a plausible explanation for the extremely low switching yield observed at Cu(111). Also at Ag and Au, hybridization and broadening of several orbitals is significant, in particular in the cis isomer, again in line with the observed failure of conventional light-induced isomerization of the surface mounted switch.

On the other hand, the actual degree of hybridization of the occupied orbitals just might be the key to the switch function, considering the HOMO-involving substrate-mediated charge-transfer process recently suggested in the context of the reversible photo-induced isomerization of TBA at Au(111).⁶² Another intriguing aspect is the partial occupation of the LUMO in both isomers at Cu(111) and in the cis isomer at Ag(111) with a corresponding back-donation contribution to the bonding. Only at Au(111) does the LUMO position remain distinctly above the metal Fermi-level for both isomers. This has quite some bearing on the negative ion resonance mechanism discussed in the context of tip-manipulation techniques and could explain why hitherto only such isomerization of pure azobenzene has been reported for this surface.⁶⁷
8. Azobenzene at Coinage Metal Surfaces: The Role of van der Waals Interactions

In the previous chapter, a detailed and methodologically well-defined picture of the trends in azobenzene adsorption at coinage metal (111) surfaces was established at DFT-GGA level of theory. While several general features are already well described, neither the geometries nor the energetics can be presumed particularly predictive. This is predominantly due to the limitations of (semi-)local DFT exchange-correlation (xc) functionals in the description of dispersive van der Waals (vdW) interactions, as already briefly mentioned but yet unqualified. The characterization, evaluation and correction of these deficiencies is the goal of this chapter. The work detailed here has been published in Phys. Rev. B.

Historically, the term “van der Waals interactions” has included all intermolecular interactions other than simple electrostatics. The former are traditionally divided into three major contributions: The first is the coupling of finite electric multipole moments of the isolated molecules, which is dominated by the so-called permanent dipole - permanent dipole interaction. This term is typically well described by average charge densities as given by simple mean-field theories, e.g. Hartree-Fock. The multipole coupling and electrostatic interaction changes the permanent molecular dipoles in proportion to the molecular polarizability, in a second term dominated by the the so-called induced dipole - induced dipole interaction. Finally, small fluctuations in the molecular charge density over time, corresponding to a time-dependent intermolecular field, give rise to additional, instantaneous induced dipole - induced dipole interactions. Thus, the frequency-dependence of the polarizability introduces a frequency dependence, or so-called dielectric dispersion, in the intermolecular dielectric function.

The last term is a pure correlation effect, of which only the low-frequency limit can be approximated by time-independent theory. In the limit of zero charge density overlap, i.e. at intermediate to large molecular separation, the second term is also strictly due to electronic correlation. Consequently, neither term is generally accounted for by Hartree-Fock theory. In the following, the sum of these terms is for simplicity labeled ‘dispersive vdW interactions’.

Local or semi-local DFT xc-functionals face similar difficulties with non-overlapping charge densities: Consider a finite and continuous charge density n, self-consistent with a local xc-functional. At one point in space, the density n(r+δ) will indirectly depend on the density n(r−δ) at another, via the density n(r) at a point in between. Thus, while the functional is strictly local, the charge density exhibits a finite, albeit unphysically short, correlation length. However, if r is located between two well separated charge density fragments, then n(r) = 0, and the connection is severed. Consequentially, the local
xc-functional total energy of two non-overlapping charge densities will with increasing separation much too rapidly approach the sum of the total energies of the corresponding isolated charge densities.

Of course, if the exact xc-potential is $v$-representable, an exact solution for the charge density could by the Hohenberg-Kohn theorem be exploited to create an exact, system- and basis set-dependent local functional of the density, which in turn would reproduce the same exact charge density and total energy, including all time-independent correlation effects. It is however obviously tremendously difficult, if even at all possible, to “build in” such non-local information in a universally transferable local functional, without prior knowledge of all exact solutions.

As a consequence, all xc-functionals with local or semi-local expressions for the correlation energy, including most of the parametrizations in the field, perform poorly for vdW-bonded system. For example, as expected of an otherwise accurate xc approximation, GGA functionals underestimate interaction energies and equilibrium bond lengths (cf. previous chapter). LDA functionals do not sufficiently penalize variations in the charge density, which usually results in a comparable overbinding at short range, and a GGA-like underbinding at long range. Correspondingly, albeit more generally dependent on the approximate xc treatment, polarizabilities are grossly overestimated by (semi-)local xc-functionals.

An accurate description of vdW interactions is crucial for theoretical modeling of aromatic molecule adsorption and bonding in general, and because of the lack of other significant bonding contributions, for adsorption at chemically inert solid surfaces in particular. Even at more reactive surfaces, weak interactions can profoundly influence qualitative aspects of strong interactions. In light of the picture of azobenzene adsorption at coinage metal surfaces established in the previous chapter - of three bonding contributions in a delicate, self-consistent balance – a better treatment of weak interactions, amounting to adding a fourth component to the mix, can be expected to have significant consequences.

A phenyl moiety (−C6H5) is chemically very similar to a benzene (C6H6) molecule. Indeed, comparing the ~0.6 eV binding energy per benzene molecule adsorbed at (111) coinage metal surfaces derived from temperature programmed desorption (TPD) experiments to the essentially zero value obtained within DFT-GGA, suggests that the binding energy of the trans azobenzene isomer presented in the previous chapter might be underestimated by more than 1 eV.

The development of an accurate yet tractable treatment of weak correlation effects poses one of the greatest unsolved challenges in contemporary first-principles modeling, and recent years have seen a plethora of proposed solutions. These may be divided into three main categories, namely use of more accurate correlation models or higher-level theory, construction of explicitly non-local DFT correlation functionals, and development of semi-empirical dispersion correction schemes.
This idea is applied to the adsorption of benzene in chapter 10. While this approach arguably has the best theoretical foundation of the three, it simultaneously relies on sufficient accuracy and tractability of the more expensive level of theory even for e.g. metallic systems, and locality of the important interactions, none of which must generally hold. Recent developments of the RPA (see section 4.2) as a moderately expensive alternative also fall into this category. The RPA has been successfully implemented in periodic boundary conditions. Still, its predictions do not perfectly match reference data, and its computational cost orders of magnitude greater than that of standard DFT.

The second category relies on the idea of treating long-range vdW interactions within a non-local xc-functional derived from an approximation of the unknown dielectric function in an arbitrary system, combined with a standard xc-functional for the short range. While this approach has been shown to correct DFT-GGA underbinding in some cases, existing implementations have proven numerically complex and more expensive than standard xc-functionals, and only moderately accurate for thermochemical benchmarks. Recent work claims improvements on both counts, however.

While the time to solution for single total energy evaluations of several of the above methods is acceptable (on the order of weeks) even for large systems given cutting edge numerical technology and computational resources, the observed delicate interplay between geometric and electronic structure in azobenzene surface bonding requires an exhaustive exploration of adsorbate and adsorption geometries. With typical geometry optimizations for a molecule of this size requiring on the order of a hundred total energy evaluations, and energy gradient expressions not possible or yet developed for some of the above methods, we are here in practice restricted to the third category above:

In the semi-empirical dispersion correction approach, weak interactions of (semi-)local DFT are corrected by a simple analytical expression, with semi-empirically determined coefficients. This correction has proven remarkably accurate for a range of systems, adds zero computational cost to that of the underlying DFT, and deriving its gradient contribution is trivial. However, purporting to describe weak electronic correlation effects as a function of nuclear coordinates, this idea should of course be taken cum grano salis. The combination of accuracy and low cost also generally comes at the price of an uncertain transferability. In particular, the application of this methodology to metallic systems is controversial, as discussed below. Thus, in addition to a methodological improvement on the results of the previous chapter, the following aims at a critical assessment of the semi-empirical dispersion correction approach for metal surface adsorption problems. At the time this study was initiated, no accurate experimental or theoretical reference data on pure azobenzene adsorbed at coinage metal surfaces existed. Therefore, we also study the adsorption of benzene at the same substrates, as a vehicle for comparison to available TPD data.
8.1. Theory

8.1.1. Semi-Empirical Dispersion Correction Schemes

Using second-order quantum perturbation theory, Fritz London could as early as 1930\textsuperscript{236,237} derive the dispersion interaction between two charge neutral, spherically symmetric, non-overlapping atoms \(i\) and \(j\) as a power series in the inter-atomic distance \(R_{ij}\). The leading term of this series is the negative sixth power of \(R_{ij}\) multiplied by an effective, system dependent dispersion (or \(C_6\)) coefficient. Within the second order approximation these coefficients are additive\textsuperscript{238}, and the dispersion interaction of collections of atoms can be derived by summing over \(C_{6,ij} \cdot R_{ij}^{-6}\) atom pair terms, or performing the corresponding volume integrals. This leads to e.g. the \(C_3R^{-3}\) vdW potential in the vicinity of a uniform, macroscopic object (a solid surface, for example).

Effective inter-atomic (or -molecular) \(C_6\) coefficients can be calculated by integrating the corresponding frequency dependent polarizabilities \(\alpha(\omega)\) over all imaginary frequencies\textsuperscript{239}

\[
C_{6,AB} = \frac{3}{\pi} \int_0^\infty d\omega \alpha_A(i\omega)\alpha_B(i\omega),
\]

which in turn using frequency-independent quantities can be approximated\textsuperscript{240} as

\[
C_{6,AB} \approx \frac{3}{2} \frac{\alpha_A(0)\alpha_A(0)I_AI_B}{I_A + I_B},
\]

where \(I\) and \(\alpha(0)\) are the atomic (molecular) ionization potential and static polarizability, respectively.

In the semi-empirical dispersion correction approach, the difference between the exact and (semi-)local DFT inter-atomic interaction is approximated by a simple isotropic potential. At long range, this potential is given by the \(C_{6,ij} \cdot R_{ij}^{-6}\) term. At short range, the long-range expression is matched to the DFT potential by multiplication with a damping function \(f(S_RR_{ij}, R_{ij})\), which reduces the additional dispersion contribution to zero, subject to a cutoff defined by some suitably calculated combination \(R_{ij}^0\) of the vdW radii of the atom pair, as illustrated in Fig. 8.1. The dispersion corrected xc-functional is then formed by adding the correction potential to the ordinary DFT xc-functional.

The dispersion corrected total energy \(E_{tot}\) may thus be written as

\[
E_{tot} = E_{DFT} + s_6 \sum_{i=1}^{N} \sum_{j>i}^{N} f(S_RR_{ij}^0, R_{ij}) C_{6,ij} R_{ij}^{-6},
\]

where \(E_{DFT}\) is the standard DFT total energy, and the sums run over all \(N\) atoms in the system. The functional dependence of the exact correction potential is accounted for by semi-empirical fitting of the parameters \(s_6\) or \(S_R\) as detailed below.

While effortless to evaluate computationally, this general expression has obvious weaknesses, of which perhaps the most glaring is the (free-) atom-in-molecule approximation: The substantial variation of properties between effective 'atoms' of the same species in
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Figure 8.1.: Illustration of the dispersion correction between a Ag-C atom pair as a function of their inter-atomic distance \( R_{\text{Ag-C}} \). Upper panel: The damping function \( f(R_{\text{Ag-C}}^0, R_{\text{Ag-C}}) \) for the OBS and G06 schemes (medium lines, see text), and the corresponding effective \( R_{\text{Ag-C}}^0 \) (thin lines). Lower panel: The corresponding bare \( s_6C_6,\text{Ag-C} R_{\text{Ag-C}}^6 \) potentials (medium lines) and full correction potentials after multiplication with the damping function (thick lines, cf. Eq. 8.3). The TS correction potential is qualitatively very similar to that of G06, differing in \( s_6C_6 \) and \( S_R R^6 \) parameters only.

the molecule, e.g. the influence of hybridization states on effective polarizability, is neglected. This may be particularly severe for the metal surface, where the lowering of the effective dielectric constant due to screening should be reflected by reduced dispersion coefficients of atoms in deeper layers in the substrate.

The applicability of such semi-empirical dispersion corrections to metallic systems in general, and transition metals in particular, is therefore uncertain. In order to again focus only on trends in the obtained results robust with respect to the xc-treatment, we therefore study the variation of our results between three published, different dispersion correction schemes:

The first scheme was published by Ortmann, Bechstedt and Schmidt (OBS) and uses Eq. 8.2 and literature values for ionization potentials and static polarizabilities of varying quality to approximate dispersion coefficients. These are compiled in Table 8.1 together with those of the other two schemes. The notably shallow, long-ranged damping function in the OBS scheme illustrated in Fig. 8.1 was fitted with the GGA of Perdew and Wang (PW91) to reproduce the experimental \( c \)-lattice constant of graphite. This scheme was not developed for universal transferability and does not provide parameters for other xc-functionals, and is included here mainly to illustrate the influence of the damping function.
Table 8.1.: Calculated $C_{6,ij}$ dispersion coefficients and cutoff radii $R_{ij}^0$ between elements $i$ and $j$. As the dispersion coefficients in the TS scheme depend slightly, $\sim \pm 5\%$ for adsorbed trans azobenzene, on the effective atomic volume we only show averaged values over all atomic constituents of each species. To allow direct comparison between the effective parameters employed by the three schemes, we show the values $s_6 C_{6,ij}$ and $S_R R_{ij}^0$, i.e. after multiplication with the xc-functional dependent scaling factors (see text). Note that the G06 scheme does not feature parameters for Au.

<table>
<thead>
<tr>
<th></th>
<th>$s_6 \cdot C_{6,ij}$ (eV·Å$^6$)</th>
<th>$S_R \cdot R_{ij}^0$ (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>OBS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H</td>
<td>31.9</td>
<td>2.21</td>
</tr>
<tr>
<td>C</td>
<td>77.7</td>
<td>2.19</td>
</tr>
<tr>
<td>N</td>
<td>54.0</td>
<td></td>
</tr>
<tr>
<td>Au</td>
<td></td>
<td></td>
</tr>
<tr>
<td>G06</td>
<td>19.7</td>
<td>3.34</td>
</tr>
<tr>
<td></td>
<td>62.0</td>
<td>3.65</td>
</tr>
<tr>
<td></td>
<td>45.9</td>
<td>3.56</td>
</tr>
<tr>
<td>⟨TS⟩</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OBS</td>
<td>35.0</td>
<td>2.30</td>
</tr>
<tr>
<td></td>
<td>86.1</td>
<td>2.28</td>
</tr>
<tr>
<td></td>
<td>59.2</td>
<td></td>
</tr>
<tr>
<td>Ag</td>
<td></td>
<td></td>
</tr>
<tr>
<td>G06</td>
<td>14.5</td>
<td>3.09</td>
</tr>
<tr>
<td></td>
<td>51.1</td>
<td>3.04</td>
</tr>
<tr>
<td></td>
<td>42.8</td>
<td></td>
</tr>
<tr>
<td>⟨TS⟩</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OBS</td>
<td>19.3</td>
<td>3.31</td>
</tr>
<tr>
<td></td>
<td>60.9</td>
<td>3.62</td>
</tr>
<tr>
<td></td>
<td>43.7</td>
<td>3.54</td>
</tr>
<tr>
<td>Cu</td>
<td></td>
<td></td>
</tr>
<tr>
<td>G06</td>
<td>9.5</td>
<td>3.01</td>
</tr>
<tr>
<td></td>
<td>33.8</td>
<td>2.96</td>
</tr>
<tr>
<td></td>
<td>28.3</td>
<td></td>
</tr>
<tr>
<td>⟨TS⟩</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OBS</td>
<td>17.9</td>
<td>3.62</td>
</tr>
<tr>
<td></td>
<td>55.6</td>
<td>3.53</td>
</tr>
<tr>
<td></td>
<td>40.1</td>
<td></td>
</tr>
</tbody>
</table>

The second scheme is the 2006 revision\textsuperscript{201} of a correction proposed by Grimme in 2004 (G06).\textsuperscript{244} It features parameters calculated from first-principles for most of the periodic table (although not including Au), a compared to OBS steeper and shorter ranged Fermi damping function, cf. Fig. 8.1, and an xc-functional dependence determined by fitting to thermochemical benchmark calculations. This popular scheme does aim for universal transferability, and has already been applied to similar surface adsorption problems\textsuperscript{196,226}.

However, for the present work, two design choices of G06 may prove detrimental: First, the problem of defining transferable transition element ‘atoms’, is admittedly\textsuperscript{201} crudely solved by taking their parameters as the mean of those of the preceding noble gas atom and the following group III element. Thus, while first row G06 parameters may be more accurate than the corresponding approximate parameters in OBS, the case for the transition row in G06 is uncertain. Second, the xc-functional dependence is introduced by (effectively) scaling the dispersion coefficients with a factor $s_6 \neq 1$ (cf. Eq. (8.3)) which corrects most for the xc-functional where its influence is smallest, i.e. shifting the $C_{6,ij} \cdot R_{ij}^{-6}$ potential also at long range, where it can be expected to be most accurate.

The third scheme was recently put forth by Tkatchenko and Scheffler (TS), and represents the state of the art. In this scheme, following the work of Johnson and
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Becke\textsuperscript{245} and Olasz et al.\textsuperscript{246}, the relationship between polarizability and volume\textsuperscript{247} is exploited to account for the relative change of 'atomic' properties in different bonding states:

Reference homonuclear dispersion coefficients derived using Eq. (8.1) from highly accurate atomic polarizabilities, calculated using self-interaction corrected TDDFT by Chu and Dalgarno\textsuperscript{248}, are rewritten as heteronuclear coefficients\textsuperscript{249} and weighted with the ratio of the effective volume of each 'atom' in the molecule, to its volume in the gas phase.

The former are obtained from Hirshfeld partitioning\textsuperscript{250} of the self-consistent density, as further detailed below. The TS scheme uses the same Fermi damping function as the G06 scheme, but following Jurečka et al.\textsuperscript{203}, instead scales the combined vdW radius by a xc-functional dependent factor $S_R \neq 1$, thereby correcting where the xc-functional influence is strongest, and leaving asymptotics intact. Atomic vdW radii are consistently obtained for each element from isodensity contours calculated from first-principles. All in all, the TS scheme has proven 2 - 4 times more accurate than other schemes in thermochemical benchmark calculations\textsuperscript{202}.

8.1.2. Density-Functional Theory Calculations

All azobenzene DFT calculations were performed precisely as stated in the previous chapter, with the exception that dispersion corrected geometries were optimized at four layer metal slabs. Benzene calculations were performed in the same way, in (3 × 3) surface unit cells (see section B.3) with the same irreducible k-point density as in the azobenzene case, corresponding to a (4 × 4 × 1) MP grid. In the benzene LDA\textsuperscript{114} calculations, the corresponding equilibrium lattice constant calculated in section B.1 was used to construct slab geometries.

The three above mentioned dispersion correction schemes, in addition to that of Jurečka et al.\textsuperscript{203}, were implemented in real-space periodic boundary conditions (PBC) in an external FORTRAN 90 module. Compared to the Ewald-summation\textsuperscript{251} based implementations already available in literature,\textsuperscript{252} a real-space implementation offers several significant advantages:

In contrast to the electrostatic potential, the dispersion correction potential converges in a crystal lattice. The energy and gradient correction for the central super-cell can therefore be calculated in shells of its periodic images, constructed to respect the symmetry of the potential. Image interactions are independent, allowing for efficient parallelization and fast evaluation, which can be necessary in applications where DFT total energy evaluations are fast (e.g. for DFT molecular dynamics of light molecules or small systems). Fourier transforms are not needed, which reduces numerical noise and eliminates the dependence on external routines.

The real-space formulation also allows for partial periodicity such, that a boundary condition dimensionality $0 \leq D \leq 3$ can be chosen for arbitrarily defined subsets of the super-cell atoms, and broken periodicity, in which the correction potential is made periodic only along the positive direction of a lattice vector, for example. For the present problem, this allows us to construct the dispersion correction potential in the precise
geometry of an isolated molecule on a 2D periodic metal slab, eliminating the need for convergence of the super-cell size with respect to unwanted lateral dispersion interactions. For systems of the size considered here, this saves tremendous amounts of computing time.

Finally, expressions for the dispersion correction contribution to the super-cell stress have been derived, enabling accurate and efficient variable super-cell calculations of e.g. molecular crystals. Our module, including the above described functionality and more, is distributed free of charge under the Lesser GNU Public License (LGPL), and will be interfaced to several other codes, in addition to the CASTEP implementation.

The Hirshfeld analysis is based on the (soft) pseudo charge densities for both the superposition of atomic and the self-consistent densities. Hirshfeld charges and volumes are integrated on the standard real space grid as provided by the plane-wave basis set. We compared the results of our implementation for several small organic molecules and the fcc bulk phases of Au, Ag and Cu to reference values obtained with the all-electron code FHI-AIMS which employs numerical atom centered basis functions based on radial grids. For the transition metal (pseudo-) atoms the obtained Hirshfeld volumes differ rather substantially from the reference values.

However, the ratios of the two volumes, which are the only required input for the TS scheme, are in very good agreement with the reference numbers in all cases and for all elements in this study. As a side remark, we note that this demonstrates for the first time the applicability, with very modest implementation effort, of the TS scheme to DFT calculations done with a plane wave basis set. Further details on this implementation and numerical tests will be the topic of a future publication.

Thus calculated dispersion corrections were applied as follows: Where applicable, damping function parameters (see previous section) optimized for the employed GGA-PBE functional were used, i.e. $s_6 = 0.75$ (G06) and $S_R = 0.94$ (TS) was used in Eq. (8.3). All adsorbate and gas phase molecular geometries were fully optimized with each of the three correction schemes. Since their effect on adsorption energies $E_{ads}$ were found negligible and in light of the anticipated limitations of dispersion corrections for surface properties, intra-substrate dispersion contributions were turned off, and the substrate atoms frozen in their relaxed GGA-PBE geometry. As briefly mentioned above and further discussed below, the dispersion coefficients of deeper substrate layers should be screened by an unknown amount. In light of this, and the fact that the total effect of considering a numerically infinite number of layers amounted to an $E_{ads}$ contribution of some 80 meV, all dispersion corrections were calculated in a four layer, asymmetric adsorbate substrate geometry.

Dispersion corrected $E_{ads}$ and relative cis-trans isomer stabilities $\Delta E_{C-T}$, again calculated in optimized, inversion-symmetric seven layer slab geometries, were defined as in Equations (7.1) and (7.2), respectively. Since the electronic structure analysis of section is not performed for benzene, the corresponding adsorption energies were calculated in asymmetric four layer slab geometries, analogous to section B.3 and Eq. (B.3). We additionally calculated the zero-point energy correction $E_{ZPE}^{ads}$ to the benzene adsorption

---

*See http://www.gnu.org/licenses/lgpl-3.0.txt*
8.2. Results

8.2.1. Azobenzene Gas-Phase Properties and Adsorbate Geometry

We again begin with the properties of the gas-phase molecules. Reassuringly, no dispersion correction scheme significantly alters the already very accurate GGA-PBE gas-phase geometries described in subsection 7.2.1. In line with the discussion of section 6.1, the dispersion corrected $\Delta E_{C-T}$ is reduced to 0.44 eV (OBS), 0.47 eV (G06) and 0.49 eV (TS), worsening the agreement with experiment, and confirming the cancellation of long- and short range errors in the pure GGA-PBE numbers.

Turning to adsorbed azobenzene, we first note that due to the long-range nature

### Table 8.2:
Azobenzene structural parameters as defined in Fig. 7.4 and as obtained using GGA-PBE, and GGA-PBE corrected with the OBS, G06 and TS schemes. None of these affect the gas-phase geometric parameters, which is why only the PBE values are quoted here. Note that the G06 scheme does not feature parameters for Au.

<table>
<thead>
<tr>
<th></th>
<th>$z$ (Å)</th>
<th>$d_{NN}$ (Å)</th>
<th>$\omega$ (°)</th>
<th>$z$ (Å)</th>
<th>$d_{NN}$ (Å)</th>
<th>$\omega$ (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Trans</strong></td>
<td></td>
<td></td>
<td></td>
<td><strong>Cis</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gas-phase</td>
<td>PBE</td>
<td>–</td>
<td>1.30</td>
<td>180</td>
<td>–</td>
<td>1.28</td>
</tr>
<tr>
<td></td>
<td>PBE</td>
<td>3.50</td>
<td>1.30</td>
<td>180</td>
<td>2.31</td>
<td>1.29</td>
</tr>
<tr>
<td></td>
<td>Au(111) OBS</td>
<td>3.48</td>
<td>1.30</td>
<td>180</td>
<td>2.24</td>
<td>1.30</td>
</tr>
<tr>
<td></td>
<td>G06</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>TS</td>
<td>3.28</td>
<td>1.30</td>
<td>180</td>
<td>2.23</td>
<td>1.30</td>
</tr>
<tr>
<td></td>
<td>PBE</td>
<td>3.64</td>
<td>1.30</td>
<td>180</td>
<td>2.27</td>
<td>1.32</td>
</tr>
<tr>
<td></td>
<td>Ag(111) OBS</td>
<td>3.60</td>
<td>1.30</td>
<td>180</td>
<td>2.20</td>
<td>1.32</td>
</tr>
<tr>
<td></td>
<td>G06</td>
<td>2.75</td>
<td>1.33</td>
<td>180</td>
<td>2.14</td>
<td>1.32</td>
</tr>
<tr>
<td></td>
<td>TS</td>
<td>2.98</td>
<td>1.31</td>
<td>179</td>
<td>2.16</td>
<td>1.32</td>
</tr>
<tr>
<td></td>
<td>PBE</td>
<td>1.98</td>
<td>1.40</td>
<td>141</td>
<td>1.93</td>
<td>1.35</td>
</tr>
<tr>
<td></td>
<td>Cu(111) OBS</td>
<td>1.97</td>
<td>1.40</td>
<td>142</td>
<td>1.91</td>
<td>1.35</td>
</tr>
<tr>
<td></td>
<td>G06</td>
<td>2.05</td>
<td>1.40</td>
<td>169</td>
<td>1.89</td>
<td>1.35</td>
</tr>
<tr>
<td></td>
<td>TS</td>
<td>2.05</td>
<td>1.40</td>
<td>167</td>
<td>1.89</td>
<td>1.35</td>
</tr>
</tbody>
</table>
of the dispersive interactions the energetic correction provided by the semi-empirical schemes only shows a small corrugation with respect to lateral movements of the adsorbed molecule across the surface, leaving the optimal adsorption geometry largely determined by the DFT energetics. Correspondingly, full geometry optimizations of all high-symmetry adsorption geometries as defined in Fig. 7.2, at all surfaces and using all three dispersion correction schemes, again show a clear energetic preference for the B1 site.

As in our previous analysis of the in Fig. 7.4 defined vertical distance from the top surface layer to the azo-bridge plane $z$, the NN bond length $d_{NN}$, the CNNC dihedral angle $\omega$, and the CNN bond angle $\alpha$, the latter stayed unmodified from the gas-phase pure GGA-PBE value. The dispersion corrected values of the other three are listed in Table 8.2. At GGA-PBE level, gas-phase molecular geometries at Au(111) are largely unmodified by adsorption, a fact which dispersion corrections do not change:

OBS does not affect the trans isomer at all, and the geometry correction in the other cases is essentially limited to a small rigid shift of the adsorbate towards the substrate. For the trans isomer this means that the dihedral angle $\omega$ remains at its gas-phase value,
i.e. the molecule stays planar.

At Ag(111), the picture is somewhat more varied: Here, the stronger azo-bridge - surface interaction activates and elongates the NN bond in the cis isomer, a result unchanged by the dispersion corrections despite a small downward shift similar in magnitude to the changes of \( z \) observed at Au(111). For the trans isomer, correction effects range from none in the OBS scheme, to a dramatic reduction of \( z \) with concomitant elongation of \( d_{\text{NN}} \) in the G06 and TS schemes. Nevertheless, the trans isomer at Ag(111) again remains planar in all cases.

Finally, at Cu(111) the role of dispersion corrections is decidedly different from that at Au(111) and Ag(111): With GGA-PBE already yielding a strong azo-bridge to surface bond, which significantly elongates the NN bond and pins the bridge at a short vertical distance to the surface, the cis isomer \( z \)-shift induced by the dispersion schemes is smaller than at the other two substrates. Since this azo-bridge bond also determines the surface distance in the trans isomer and thereby puts the phenyl-rings well inside the range of surface Pauli repulsion, the intra-molecular distortion energy succumbs and as indicated by the large value for \( \omega \), the phenyl-rings are bent out of the molecular plane in GGA-PBE.

Again, the OBS scheme is too weak to influence this result. However, the G06 and TS schemes are not, and bend the phenyl-rings back towards the surface, yielding an \( \omega \) of some 170 degrees, considerably closer to that of the gas-phase geometry (180°) than that of GGA-PBE (\( \sim \) 140°). In fact, this restoring force, self-consistent with the ring repulsion and molecular distortion energy, is sufficient to somewhat offset the effect of the azo-bridge–surface bond, which appears as a slightly increased surface distance \( z \).

As schematically summarized in Fig. 8.2 the OBS scheme correction is thus overall too weak to significantly modify molecular geometries. Given its shallow, long-ranged damping function, this result is readily understood: As apparent from Fig. 8.1 the less defined minimum in the correction potential turns the substrate dispersion interactions into a smooth background potential, with small gradient contributions. On the other hand, the G06 and TS schemes use similar, deeper damping functions with gradient corrections strong enough to make adsorbate geometries in principle dependent on the local substrate geometry.

However, in the cis isomers the phenyl-rings sit largely outside the large-gradient range of this G06/TS damping function. The geometry corrections are therefore small and practically identical for the two schemes. For the planar trans azobenzene this situation is different and the phenyl-rings do fall inside the large-gradient range. At Au(111) and Ag(111), where the weak azo-bridge–surface bond does not fix the molecular height, the resulting attractive dispersion interaction correspondingly pulls down the entire molecule. At Cu(111), the strong azo-bridge – surface bond prevents this, and the dispersive attraction only flattens the molecule by bringing the phenyl-rings closer to the surface.
Figure 8.3.: Illustration of the effect of dispersion corrections on the cis-trans relative isomer stability $\Delta E_{C-T}$ (cf. Table 8.3), in the gas-phase, and at the three studied substrates.

8.2.2. Electronic Structure and Energetics of Adsorbed Azobenzene

Despite these partly severe changes of the molecular adsorption geometry, it is interesting to note that central electronic structure quantities like the work function $\Phi$ or projected frontier orbital positions are not much affected (see Table 8.3). Compared to the corresponding results of the previous chapter, computed work functions in dispersion corrected geometries differ e.g. between $\sim 0.1 - 0.3$ eV, and the entire qualitative rationalization in terms of hybridization and charge rearrangement remains unmodified or even more strongly supported (see section B.6).

As a side note, it is interesting to compare the difference in surface work function between isomers: In rough parity with the pure GGA-PBE results, the surface work functions are comparable for both isomers at Cu, slightly larger for trans at Ag, and larger for trans at Au by almost 1 eV. Therefore, assuming that a coverage and over-layer structure corresponding to our model could be created and switched in a real sample, the azobenzene-functionalized Au(111) surface could exhibit a strongly and possibly reversibly modifiable work function, in close resemblance to a modifiable resistor, or transistor.

This effect could probably be further enhanced with functional groups increasing the permanent dipole moment of the cis isomer. The adsorption energetics also summarized in Table 8.3 are substantially affected by the dispersion correction schemes. The general pattern of these correction effects follows that observed for the adsorption geometries:

At Au(111), the pure GGA-PBE adsorption energies are corrected by approximately 1 eV, with a comparable correction for both isomers with OBS, and the trans isomer correction some 30 % higher in the TS scheme. Consequentially, the GGA-PBE relative isomer stability $\Delta E_{C-T}$ is practically unaltered in the OBS scheme, but is doubled in the TS scheme. The Ag(111) results are qualitatively as well as quantitatively comparable to those at Au(111):
### Table 8.3:

<table>
<thead>
<tr>
<th></th>
<th>$E_{\text{ads}}$</th>
<th>$\Delta E_{\text{C-T}}$</th>
<th>$\Phi$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Trans</td>
<td>Cis</td>
<td>Trans</td>
</tr>
<tr>
<td>PBE</td>
<td>-0.12</td>
<td>-0.27</td>
<td>0.42</td>
</tr>
<tr>
<td>Gas-Phase</td>
<td>OBS</td>
<td>-1.05</td>
<td>-0.99</td>
</tr>
<tr>
<td></td>
<td>G06</td>
<td>-1.67</td>
<td>-1.23</td>
</tr>
<tr>
<td>TS</td>
<td>-0.11</td>
<td>-0.42</td>
<td>0.26</td>
</tr>
<tr>
<td>Au(111)</td>
<td>OBS</td>
<td>-1.05</td>
<td>-1.18</td>
</tr>
<tr>
<td></td>
<td>G06</td>
<td>-2.20</td>
<td>-1.58</td>
</tr>
<tr>
<td></td>
<td>TS</td>
<td>-1.76</td>
<td>-1.41</td>
</tr>
<tr>
<td>Ag(111)</td>
<td>OBS</td>
<td>-1.97</td>
<td>-2.25</td>
</tr>
<tr>
<td></td>
<td>G06</td>
<td>-3.00</td>
<td>-2.30</td>
</tr>
<tr>
<td></td>
<td>TS</td>
<td>-2.81</td>
<td>-2.46</td>
</tr>
<tr>
<td>Cu(111)</td>
<td>OBS</td>
<td>-1.05</td>
<td>-1.58</td>
</tr>
<tr>
<td></td>
<td>G06</td>
<td>-3.00</td>
<td>-2.30</td>
</tr>
<tr>
<td></td>
<td>TS</td>
<td>-2.81</td>
<td>-2.46</td>
</tr>
</tbody>
</table>

Whereas OBS does not differentiate significantly between isomers, G06 and TS do, binding the trans isomer stronger and correspondingly increasing $\Delta E_{\text{C-T}}$ (see Fig. 8.3). Also at Cu(111) the dispersion corrections qualitatively resemble those at the previous two substrates, but are about 1 eV larger in magnitude.

They are therewith in all three schemes so large that they restore the energetic order of the two isomers back to that in the gas-phase, i.e. the inversion with a more stable cis isomer obtained with GGA-PBE does not prevail. Apart from dramatically increasing the adsorption energies, the overall prediction of the three semi-empirical schemes compared to the pure GGA-PBE numbers is thus a larger stabilization of the trans isomer upon adsorption. Within the G06 and TS scheme this dispersion corrected overstabilization of the trans isomer is in fact so large, that the relative cis-trans energetic stability $\Delta E_{\text{C-T}}$ at all three substrates is larger than the corresponding gas-phase value.

Despite this qualitative agreement, the corrected energetics provided by the three
schemes shows quite pronounced quantitative differences. This holds in particular for the OBS scheme, which in the worst cases yields adsorption energies that differ by almost 1 eV from those of the G06 or TS scheme. The latter two schemes on the other hand, are sometimes even more consistent in their results than could be expected from the variation of their corresponding scaled $s_6 \cdot C_{6,ij}$ coefficients in Table 8.1.

Considering that the variation to the OBS coefficients is of similar magnitude, we conclude that the decisive factor for the large difference in the obtained energetics from OBS versus the G06 / TS schemes is less the scatter in the dispersion coefficients, but the differences in the damping function.

### 8.3. Discussion

Given the in the previous chapter established GGA-PBE adsorption picture, certain consequences of an additional attractive adsorbate - substrate interaction are intuitively expected: Adsorption energies should become more exothermic, somewhat more for the trans isomer, because of the shorter surface distance of its phenyl-rings. The additional interaction should pull the molecule further down, or, where this is prevented by strong covalent azo-bridge—surface bonds, should at least tend to flatten the molecular geometry by driving the Pauli-repelled phenyl-rings to smaller $z$-heights.

This is exactly what the studied semi-empirical corrections do (cf. Fig. 8.2), and in this respect the results appear plausible. However, the sheer magnitude predicted is much more conspicuous than the qualitative trends. This is most pronounced for the adsorption energies, which in some cases are increased by more than 2 eV. Despite the intended nature as a semi-empirical ‘correction’, the dispersion schemes thereby actually provide a contribution to the final adsorption energy that is up to an order of magnitude larger than the original GGA-PBE result.

Such results cannot be uncritically accepted, in particular given the uncertainty of the applicability of these correction schemes to bonding at metal surfaces. In order to assess the accuracy of the employed dispersion correction methodology, we study the related problem of benzene adsorption at the relevant substrates. In our model system, the benzene molecule is adsorbed with the molecular plane parallel to the surface, as indicated by NEXAFS measurements. Since we again observe a minimal corrugation of the lateral potential energy surface, we focus only on the so-called 'HCP-B' benzene adsorption geometry, in which the molecule is centered over the hcp three-fold hollow site, and rotated such that three carbon atoms are maximally coordinated to the three-fold hollow metal atoms.

Binding energy curves as a function of the distance $z$ between the top surface layer and the benzene center of mass are shown in Fig. 8.4, for the LDA and GGA-PBE xc-functionals, as well as for the three semi-empirical correction schemes. As ZPE corrections generally are minuscule (see Table 8.4), these curves are with the current numerical accuracy essentially equal to the corresponding desorption energy curves. In each panel, TPD desorption energies taken in the low coverage limit are shown as horizontal dashed gray lines. The analysis of these measurements assumes first order kinetics,
and the error bar is estimated at 0.1 eV for the Cu number. Similar to the azobenzene case, all three correction schemes bring sizable increases of the essentially zero GGA-PBE benzene adsorption energies, reaching the magnitude of and in some cases exceeding the obtained LDA value. This similarity is if anything testament to the deficiencies of the LDA.

With an exact xc-functional, screening, i.e. the precise form of the surface dielectric function, would be accounted for and the experimental figure perfectly reproduced, given an exact ZPE correction (and an exact experimental figure). Dispersion corrections of the form on the other hand, assume a uniform vacuum dielectric function and therefore must overbind in a dense matter system, even if their constituent parameters are otherwise ideal.

Compared to the dispersion corrected results, the LDA underestimation of equilibrium surface distances $z$ (shown in Table 8.4), is comparable to the GGA-PBE overestimation. The LDA surface potentials in Fig. 8.4 decay much too fast compared to e.g. the G06 and TS curves, which have the correct $C_3R^{-3}$ asymptotic form. The LDA also predicts a non-planar adsorption geometry at Cu(111), with the CH bonds bending $10^\circ$ out of the molecular plane, in contrast to the strictly planar geometries observed in experiment and predicted by pure and dispersion corrected GGA-PBE.

In combination with the fact, that all three dispersion correction schemes despite differences in energetics and correction potential forms predict the flat-lying B1 adsorption geometry (see Fig. 7.4) to be most stable, cast doubts on the cis isomer adsorption geometry previously sug-

Figure 8.4.: Binding energy curves of benzene, as a function of the center-of-mass surface distance $z$, at all three substrates. Shown is data for LDA and GGA-PBE, and the three semi-empirical dispersion correction schemes evaluated at $z$-intervals of 0.25 Å, to which curves have been fitted as a guide to the eye. For each substrate, the experimentally measured TPD desorption energy at low coverage is marked as a gray dashed horizontal line (see text).
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<table>
<thead>
<tr>
<th></th>
<th>$E_{\text{des}}$ (eV)</th>
<th>$E_{\text{ads}}$ (eV)</th>
<th>$E_{\text{ads}}^\text{ZPE}$ (eV)</th>
<th>$z$ (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PBE</td>
<td>-0.08</td>
<td>-0.03</td>
<td>3.77</td>
<td></td>
</tr>
<tr>
<td>LDA</td>
<td>-0.73</td>
<td>-0.68</td>
<td>2.75</td>
<td></td>
</tr>
<tr>
<td>Au(111)</td>
<td>-0.64$^{[54]}$</td>
<td>OBS -0.54</td>
<td>-0.50</td>
<td>3.48</td>
</tr>
<tr>
<td></td>
<td>G06</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>TS</td>
<td>-0.80</td>
<td>-0.77</td>
<td>3.25</td>
</tr>
<tr>
<td>PBE</td>
<td>-0.66</td>
<td>0.00</td>
<td>3.75</td>
<td></td>
</tr>
<tr>
<td>LDA</td>
<td>-0.72</td>
<td>-0.67</td>
<td>2.66</td>
<td></td>
</tr>
<tr>
<td>Ag(111)</td>
<td>-0.58$^{[55]}$</td>
<td>OBS -0.55</td>
<td>-0.48</td>
<td>3.38</td>
</tr>
<tr>
<td></td>
<td>G06</td>
<td>-0.97</td>
<td>-0.92</td>
<td>2.80</td>
</tr>
<tr>
<td></td>
<td>TS</td>
<td>-0.80</td>
<td>-0.75</td>
<td>3.01</td>
</tr>
<tr>
<td>PBE</td>
<td>-0.06</td>
<td>-0.01</td>
<td>3.48</td>
<td></td>
</tr>
<tr>
<td>LDA</td>
<td>-0.96</td>
<td>-0.90</td>
<td>2.18</td>
<td></td>
</tr>
<tr>
<td>Cu(111)</td>
<td>-0.62$^{[56]}$</td>
<td>OBS -0.82</td>
<td>-0.75</td>
<td>3.03</td>
</tr>
<tr>
<td></td>
<td>G06</td>
<td>-1.00</td>
<td>-0.92</td>
<td>2.63</td>
</tr>
<tr>
<td></td>
<td>TS</td>
<td>-1.05</td>
<td>-0.98</td>
<td>2.75</td>
</tr>
</tbody>
</table>

Table 8.4.: Results for benzene at the various substrates, including the experimentally measured desorption energy ($E_{\text{des}}$), the optimum molecular height ($z$), and the computed adsorption energy with ($E_{\text{ads}}^\text{ZPE}$) and without ZPE correction ($E_{\text{ads}}$).

Suggested by Choi et al.$^{[58]}$: Based on STM measurements supported by LDA calculations, they conclude that the cis isomer preferentially adsorbs with one phenyl ring parallel to the surface, and the azo-bridge and the other ring pointing away from the surface. Such a geometry entirely eliminates the surface - azo-bridge interaction, which obviously is the defining principle behind our results. Of course, the geometry predicted by Choi et al. could be meta-stable at higher coverages, which would explain the experimental observations.

The trends in dispersion corrected benzene adsorption energies shown in Table 8.4 are very similar to those of azobenzene. Compared to the data for the trans isomer in Table 8.3, the correspondence is almost quantitative: For instance, at Au(111) the benzene OBS and TS correction to the GGA-PBE $E_{\text{ads}}$ is 0.46 eV and 0.72 eV respectively, and 0.47 eV and 0.78 eV per phenyl ring for azobenzene.

While all three schemes constitute improvements compared to the GGA-PBE data, the OBS numbers are highly inconsistent. Compared to experiment it underbinds, is almost in quantitative agreement and overbinds at Au, Ag and Cu, respectively. The
8.4. Summary

The problem of azobenzene adsorption at coinage metals combines a large molecule, heavy transition metal surface chemistry and a multi-faceted bonding mechanism, in which weak vdW interactions play a crucial role. This combination forms a tremendous challenge for contemporary first-principles modeling, with DFT with (semi-)local xc-functionals still setting the standard.

In order to assess the influence of the deficient description of weak vdW interactions at this level of theory on the current adsorption problem, it has been revisited using several published semi-empirical dispersion correction schemes. Other suggested solutions to this problem are at present deemed intractable given the need for exhaustive and total energy consistent geometry optimizations, and the limitations of contemporary high-performance computing resources.

Using an efficient novel implementation of dispersion corrections in periodic boundary conditions, the changes in azobenzene adsorption energetics and geometries induced by three published dispersion correction schemes have been determined. In light of the uncertain applicability of such schemes to dense matter systems, intentionally unsuitable (OBS), better constructed and popular (G06) and comparatively highly accurate, state of the art (TS) schemes were chosen, representing the full spectrum of this methodology.

The results are qualitatively as well as quantitatively decidedly different from the pure DFT-GGA adsorption picture described in the previous chapter. Where DFT-GGA predicts vast differences between the weak physisorption at Au(111) and Ag(111) and the strong, covalent bonding and geometrical distortion at Cu(111), the ostensibly

other two schemes as expected overbind, a tendency most pronounced at Cu(111), where the adsorption energy overestimation reaches $\sim 0.3 - 0.4$ eV. This suggests that the corresponding trans azobenzene at Cu(111) adsorption energies in Table 8.3 could contain errors of the order of $\sim 0.6 - 0.9$ eV.

The trend of increased overbinding for benzene at Au(111) to Cu(111) goes hand in hand with a systematically shorter surface distance $z$, cf. Table 8.2. This brings the molecule–metal atom distances entering Eq. (8.3) closer and closer to the sum of their vdW radii, and therefore into the distance range most affected by the damping function, cf. Fig. 8.1. The damping functions of all three schemes are exponential functions of the cut-off radii. Thus, while the correction energy varies linearly with errors in the better justified $C_{6,ij}$ potential, it may in- or decrease by a factor of two with a $\pm 10\%$ variation in $R_{0j}$.

Tests dividing correction energies into contributions most and least affected by the damping functions, i.e. short- and long-ranged contributions, show that the latter 'taint' up to 25% of the total adsorption energy corrections shown here. Thus, while the longer ranged contribution is dominant, the from first-principles least motivated shorter ranged contribution is significant. Only accurate experiments or high-level theory can therefore provide the final judgment of performance of the semi-empirical correction schemes for the azobenzene at coinage metal surface problem.
more accurate schemes reverse the geometrical distortion at Cu, leaving geometries and relative energetics comparable across all three substrates. Geometry corrections are consistent with intuitive expectations on an attractive potential acting strongest on the phenyl rings, offsetting the Pauli repulsion effects found in the previous chapter.

The qualitative features of the electronic structure analysis of the previous chapter are either more strongly emphasized or remain unchanged with dispersion corrections, however. In particular, the considerable difference in surface work function between isomers at Au(111) remains, a feature potentially offering hitherto unknown applications of azobenzene in molecular nanotechnology.

The adsorption energy 'corrections' are generally large, approximately one order of magnitude greater than the pure DFT-GGA numbers. Since the semi-empirical correction potential relies on several drastic and conditionally transferable approximations, these adsorption energies are, while more accurate than the pure DFT-GGA values, likely not very accurate. In particular, the complete neglect of metallic screening at the surface is expected to significantly overestimate adsorption energies.

Consequentially, in order to isolate and indirectly compare the in the azobenzene adsorption dominant phenyl ring surface interaction to experimental literature, the same methodology has been applied to the problem of benzene adsorption at the relevant substrates. Calculated benzene desorption energy curves as expected reveal spurious under- and overbinding of LDA and GGA functionals. The more accurate G06 and TS schemes show a significant overbinding compared to TPD experiments, most consistent across substrates for the latter. Direct comparison to azobenzene adsorption energies suggests these to be overestimated by 0.6 - 0.9 eV, with the upper bound represented by the Cu(111) number.

Nevertheless, TPD experiments rely on various assumptions, and are in particular in the low coverage limit of limited accuracy. The absence in literature of accurate structural data also for benzene adsorbed at coinage metals leaves the comparison to experiment incomplete, at this point. Since a accurate theoretical reference is presently not an option for the adsorption of azobenzene, further experimental benchmarks are needed to assess the predictive quality of semi-empirical dispersion correction schemes for the adsorption of aromatic molecules at close-packed coinage metal surfaces. This is the topic of the following chapter.
9. An Experimental Benchmark

At this point, the verdict on the quality of the obtained theoretical adsorption picture in general, and on the performance of the semi-empirical dispersion correction methodology in particular, is still uncertain:

On the one hand, a challenging problem for which commonly employed simulation techniques fail spectacularly, have been radically redressed using state-of-the-art theory. Convincingly, the wildest, and likely wholly incorrect, predictions of chapter 7 appear nicely ironed out, and an indirect comparison to experiment suggests a reduction in energetic error from an order of magnitude to less than a factor of two.

On the other hand, the improved simulation methodology is untested, and obviously qualitatively simplistic for something as demanding as first-principles modeling of metal surface chemistry. The discussed experimental results are not strictly relevant to azobenzene adsorption, provide adsorption energy references of at best limited accuracy, and give no reference for structural parameters. While adsorption energy predictions within a factor of two are a spectacular result under the circumstances, that error is still large, and offers little bearing on precisely how far those predictions can be trusted.

Consequentially, accurate experiments on a relevant system also including measurements of structural parameters are of crucial importance to the evaluation of our theoretical methodology. Such experiments are challenging: For example, the entire range of dispersion corrected and pure DFT-GGA predictions of the azobenzene equilibrium surface distance z at any substrate (see Table 8.2) is a mere 0.66 Å. For benzene, the corresponding maximum difference between the likely underbound GGA and overbound LDA z-values is only twice that figure (see Table 8.4). Thus, in order to conclusively evaluate the dispersion-corrected DFT methodology, we require an experimental technique able to resolve inter-atomic distances perpendicular to the surface plane (or e.g. surface height profiles) at a resolution consistently and significantly better than 1.0, preferably at most 0.1 Å.

Near-incidence X-ray standing wave (NIXSW) spectroscopy is one of the few experimental techniques to fulfill all of these requirements, and has been successfully applied to similar problems providing accurate values for vertical adsorption heights and adsorption-induced molecular distortions. Therefore, in this chapter, dispersion corrected DFT-GGA predictions for the geometry of trans azobenzene at Ag(111) are compared to NIXSW measurements performed mainly by Giuseppe Mercurio and Dr. Sergey Subach in the group of Prof. Dr. Stefan Tautz at Forschungszentrum Jülich.

This substrate is chosen for reasons of its low reactivity and zero switching yield of adsorbed azobenzene, both of which contribute to a higher prevalence of – and stronger experimental signal due to – the sought majority species. Theoretically calculated energetics are evaluated by a comparison to TPD experiments on the same system, performed
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in the group of Prof. Dr. Martin Wolf at the Freie Universität Berlin.

The results of this chapter have been published in Physical Review Letters\textsuperscript{[V]} As in chapter 6, in the interest of brevity, the following focuses exclusively on the experimental results and their comparison to theoretical predictions, and includes but the bare minimum of experimental technicalities.

9.1. Results and Discussion

The adsorbate geometry is here represented by two characteristic parameters: The average N atom-top surface layer distance $z$, as defined in Fig. 7.4 and the phenyl ring to surface plane bend, or ‘tilt’ angle $\tilde{\omega}$. The latter is in degrees equal to $\frac{1}{2}(180 - \omega)$, where $\omega$ is the CNNC dihedral angle defined in Fig. 7.4 assuming an azo-bridge parallel to the surface plane, and flat (= 180$^\circ$) NNCC and CCNN dihedral angles. In line with the results of sections 7.2.2 and 8.2.1 and NIXSW measurements, the theoretically calculated $\tilde{\omega}$ tilt angles differ negligibly between phenyl rings – the adsorbate geometries are nearly twofold symmetric. Nevertheless, values given in the following are averaged over the two rings.

In short, the NIXSW technique exploits the fact that adsorbate atoms located at the positions of the anti-node planes of a standing X-ray wave field induced by Bragg-reflection exhibit a maximum in the photoemission yield. Scanning the photon energy through the Bragg energy shifts the position of the anti-nodes from the lattice planes to half-way positions between them. At different photon energies the photoemission signal thus probes different vertical locations of adsorbate atoms relative to the substrate lattice planes, and can be used to extract element-specific vertical adsorption heights.

As explained in our publication\textsuperscript{[V]}, the diazo-bridge height is thus straightforwardly measured as $z = 3.07 \pm 0.02 \text{ Å}$ by our collaborators. However, using conventional data analysis techniques it is difficult to differentiate between the positions of identical species with small chemical core level shifts, such as the various carbon atoms in the phenyl rings of azobenzene. Employing a novel analysis scheme\textsuperscript{[V]}, our collaborators are able to extract also the tilt angle $\tilde{\omega} = -1 \pm 1.5^\circ$ from the carbon-edge NIXSW data.

From the TPD experiments, our collaborators derive a desorption energy of $E_{\text{des}} = 1.00 \pm 0.1 \text{ eV}$ from the adsorbate desorption rate as a function of temperature at different coverages\textsuperscript{[V]}

We now compare the experimental results to the theoretical predictions of the $G_0W_0$\textsuperscript{[201]} and TS\textsuperscript{[202]} dispersion correction schemes. Figure 9.1 shows binding energy curves for trans azobenzene at Ag(111), calculated exactly as the adsorption geometries detailed in section 8.2.1 (cf. Fig. 8.4). All adsorbate geometric degrees of freedom except for the azo-bridge $z$-coordinate were fully optimized for each point on the curves. The zero-point energy (ZPE) correction was calculated as explained in section 8.1.2 and again found so small ($\sim 20 \text{ meV}$), that the uncorrected curves of Fig. 8.4 equal the corrected desorption energy ($E_{\text{des}}$) curves on the scale of the plot.

At the optimized adsorption heights, both bare DFT-PBE and the two dispersion correction schemes yield an essentially planar molecule, with tilt angles of $\tilde{\omega}_{\text{PBE}} = +1^\circ$, $\tilde{\omega}_{\text{TS}} = -1^\circ$.\textsuperscript{[V]}
9.1. RESULTS AND DISCUSSION

Figure 9.1: Binding energy curves of trans azobenzene at Ag(111), computed with bare GGA-PBE and the G06 and TS dispersion correction schemes (cf. Fig. 8.4). As in Fig. 8.4 ZPE corrections are so small that the uncorrected binding energy curves equal the desorption energy curves at the current accuracy. The black data points mark the experimental values and error bars for the surface distance \( z \), defined in Fig. 7.4, and the desorption energy \( E_{\text{des}} \). Additionally shown is the curve computed with the TS correction reduced to the topmost layer Ag atoms (see text).

\[ \tilde{\omega}_{\text{PBE+G06}} = +1^\circ, \quad \tilde{\omega}_{\text{PBE+TS}} = +3^\circ, \]  

all in similar agreement with the experimental value. This small variation indicates that, irrespective of the dispersion interaction, the differential surface interaction within the extended molecule (i.e. the difference between the surface interactions of the various parts of the molecule) is too weak to overcome the molecular distortion cost.

In contrast, the adsorption height \( z \) is a very sensitive indicator of the strength of vdW interactions. As determined in the previous chapter and illustrated by Fig. 9.1, the equilibrium surface distances are 3.64 Å, 2.75 Å and 2.98 Å for pure GGA-PBE, G06 and TS, respectively (see Table 8.2). Thus, on the scale of the GGA-PBE difference to experiment, G06 overbinds by 56 %. The TS scheme overbinds by a mere 16 %, corresponding to an absolute difference near the limits of numerical resolution, given the established accuracy of the current computational model and the rather flat minimum of the TS curve (see Fig. 9.1).

Unfortunately, the improved structure goes hand in hand with a notable overbinding. In fact, in absolute numbers, the popular G06 scheme (\( E_{\text{des}} = 2.16 \text{ eV} \)) overbinds more than bare GGA-PBE underbinds. The refined TS scheme performs somewhat better (\( E_{\text{des}} = 1.71 \text{ eV} \)). If the steepness of the Fermi-type damping function is varied in large bounds, the results of both dispersion correction schemes change negligibly, in line with the results of the previous chapter. This makes it unlikely that the functional form of the damping function itself is responsible for the overbinding.

As discussed in section 8.3, the Fermi damping function as used in both dispersion correction schemes is an exponential function of the effective vdW radii \( R_{ij}^0 \), making the
dispersion correction energy near the equilibrium sensitive to variations to errors in $R^0$ parameters. For example, increasing constituent $R^0$ parameters reduces the predicted adsorption energy. However, such variations also lead to corresponding changes in the equilibrium surface distance, which for the TS scheme substantially worsens the quality of the predicted geometry, if the desorption energy is ‘corrected’ in this way. The comparison to experiment therefore allows us to exclude $R^0$ parameters, i.e. the onset of the damping function as a main error source. A similar relation between bond strength and adsorption height will also hold for changes of the short-range potential. Consequently, deficiencies in the exchange-correlation approximation of the PBE functional are also an unlikely cause of the overbinding.

As again in section 8.3 observed for the benzene calculations, the lack of screening in the dispersion correction potential is a more plausible culprit. According to Newns\textsuperscript{261}, the screening length $l$ at a jellium surface is well approximated according to

\[ l \approx \lambda^{-1} + \frac{\pi}{4k_F} \] (9.1)

where $\lambda$ is the Fermi wavelength in the Thomas-Fermi jellium model, and $k_F$ is the Fermi wavelength in the surface system. Liebsch\textsuperscript{262} reaches similar conclusions. Replacing $k_F$ in (9.1) by $\lambda$, scaled by the ratio between the Ag clean surface and bulk Fermi vectors calculated with GGA-PBE, and using the reference Ag $\lambda = 1.20$ Å yields an approximate $l$ of some 1.63 Å. While an imprecise measure, this indicates that the true surface screening length very likely is substantially shorter than one Ag(111) slab inter-layer spacing (2.39 Å, see sections B.1 and B.2).

Thus, we may mimic the effects of a dielectric function equal to that of vacuum out to the Ag jellium surface screening length, and zero beyond, by simply excluding all but the top slab layer in the dispersion correction calculation. Again, while a crude approximation of little or no quantitative predictive quality, this illustrates the qualitative effects of screening on the dispersion correction.

Consequentially, the TS binding curve is in Fig. 9.1 also plotted with a dispersion correction only including the top layer metal atoms. As shown, the overbinding is in this curve indeed substantially reduced, without a significant effect on the geometry – the screening error corresponds to a rather uniform background potential contributing little to the energy gradient. Thus, while absolute energetics of the TS scheme are inaccurate, its prediction of the geometry appears accurate for the right reason. The same effect
9.1. Results and Discussion

Figure 9.3: PBE+TS binding energy curves of PTCDA (see Fig. 9.2) adsorbed at a Ag(111) slab, with four (blue dashed line) and one (blue dot-dashed line) substrate layers included in the correction potential, compared to GGA-PBE (red solid line) and EXX+RPA (orange double dot-dashed line) curves obtained by Rohlfing and Bredow (cf. Fig. 9.1, note the difference in scale).

occurs for the single-layer G06 curve (which is not shown in Fig. 9.1 for clarity).

However, with a conditionally transferable method the possibility still remains, that this is but a fortuitous, system-dependent fluke. We therefore also verify the dependence of the TS surface potential on slab thickness for the case of the perylene-3,4,9,10-tetracarboxylic dianhydride (PTCDA) molecule (see Fig. 9.2) adsorbed at Ag(111). In Fig. 9.3 binding curves obtained by Rohlfing and Bredow using GGA-PBE and the RPA (see section 4.2) on an exact-exchange (EXX) ground-state are compared to four- and single layer TS scheme curves. The surface distance $z$ is in this case defined as the vertical distance between the top surface layer and the plane of the flat-lying molecule. The TS PTCDA curves were obtained by calculating the dispersion correction for the molecule in its fully optimized gas-phase geometry at various $z$-distances, and adding these numbers to the PBE curve published by Rohlfing and Bredow.

While the single-layer TS curve notably reproduces the high-level and prohibitively expensive RPA binding energy prediction, it must again be emphasized that this approach is much too crude for a quantitative prediction. Here as in the azobenzene example, it is the qualitative fact that the PTCDA at Ag(111) equilibrium surface distance predicted by the TS scheme does not change significantly with approximate screening (reduction of substrate layers included in the correction potential) that is important (see Fig. 9.3). It also deserves to be noted, that the RPA and TS predictions of the equilibrium $z$ are remarkably similar, 3.1 and 3.2 Å, respectively.
9.2. Summary

In this chapter, an accurate experimental benchmark for the theoretical predictions for trans azobenzene adsorbed at Ag(111) has been established, using TPD and state of the art NIXSW methods combined with novel analysis techniques. In short, both the G06 and TS dispersion correction schemes substantially overestimate the desorption energy, albeit the latter less so than the former, in congruence with the benzene calculations of section 8.3. Correspondingly, the G06 scheme yields a significantly shorter equilibrium surface distance than the TS scheme, with the prediction of the latter in remarkable agreement with experiments.

Our analysis of this discrepancy in predictions conclusively shows, that the lack of metallic screening inherent in the semi-empirical dispersion correction approach is predominantly to blame for the error in the calculated desorption energy. However, appearing as a uniform background potential, the screening error contributes very little to the energy gradient, and therefore hardly affects the geometry prediction. This is observed for both schemes, in the system of interest as well as for a PTCDA molecule adsorbed at Ag(111). In this test, the refined TS scheme notably reproduces the equilibrium distance given by high-level RPA calculations.

On the one hand, this affirms that the semi-empirical dispersion correction approach is insufficient for a comprehensive description of the role of vdW interactions in adsorption at metal surfaces. On the other hand, the insight that the adsorption geometries are less sensitive to the neglect of screening is intriguing. It suggests, that these schemes may provide significantly improved structural data at zero additional computational cost. As discussed in chapter 8, it is less the cost of a single calculation than that of the hundreds needed in an exhaustive structure search that makes higher-level theory presently intractable for modeling of adsorption of organic molecules, in particular for one as complex as azobenzene. Therefore, judging by the results of this chapter, the TS dispersion correction scheme holds tremendous promise as a ’structure exploration tool’, reducing the need for computationally expensive calculations to select, accurate geometries.

Still, in particular the comparison to TPD energetics is not entirely unambiguous. A thorough and stringent test using a well-defined, more accurate level of theory is considerably more satisfying to a theorist. This is the topic of the following chapter.
Part IV.

Outlook
10. The Exchange-Correlation Correction Method: Benzene at Cu(111)

The previous chapter ended with a somewhat mixed message: As shown, the TS semi-empirical correction to van der Waals (vdW) interactions in DFT-GGA is remarkably accurate for adsorbate geometry of azobenzene at Ag(111).

Inherently neglecting metallic screening of vdW interactions at the surface, this approximation is less of an improvement over DFT-GGA for adsorption energetics, however. Thus, a natural next step investigates the possible routes to correcting also this deficiency, beginning with an appropriate benchmark for the TS-corrected DFT-GGA energetics.

Precise experimental measurements of adsorption energies are difficult to obtain. TPD as compared to in chapters 8 and 9 measures desorption rather than adsorption energies. While the latter can be derived from the former, this is generally not possible without assumptions concerning the desorption kinetics. The accuracy of TPD for these systems is also rather limited. Microcalorimetry, exemplifying a technique able to measure adsorption energies directly is exacting in general, and at desirable accuracy in particular.

Furthermore, a mere quantitative measure of the accuracy of the calculated energetics is not very informative: The main difficulty in first-principles modeling of aromatic molecules at metal surfaces is really nothing other than the balance between computational scalability, accuracy and transferability discussed in chapter 3.

Since an accurate, transferable (e.g. post Hartree-Fock) method is intractable for systems of this size and complexity, we are forced to use a semi-empirical solution, sacrificing transferability for computational tractability and accuracy.

Even an exact experimental measurement cannot answer the remaining question of how limited the applicability of this methodology is, making a well-defined theoretical benchmark by far the most rewarding.

Thus, the topic of this first outlook chapter may be formulated in terms of two questions, namely whether i) a strictly non-empirical, ab initio benchmark is presently at all possible for this class of systems, and ii) if yes, what the performance and limitations of such a benchmark for the adsorption of aromatic molecules at metal surfaces are. In the following, these questions are addressed in the context of an application of the so-called exchange-correlation (xc) correction method to the adsorption of benzene at Cu(111). Intended as a proof-of-concept, the discussion is kept at a conceptual level, with finer detail of the calculations relegated to appendix C.
Chapter 10. The XC-Correction Method

10.1. Theory

The xc-correction method relies on a simple central concept: Suppose we want to calculate an arbitrary energetic property \( E_\infty^B \) in an infinitely extended system, using a given level of theory \( B \). The property \( E_\infty^B \) can be approximated by the same property in the corresponding finite system (cluster) of \( N \) constituent atoms. The accuracy of this approximation goes to infinity with \( N \). By simple addition and subtraction, \( E_\infty^B \) can be written as the same property calculated at another level of theory \( A \), added to the difference of the property between the two levels of theory calculated in the finite system:

\[
E_\infty^B = E_\infty^A + [E_\infty^B - E_\infty^A] \approx E_\infty^A + [E_B(N) - E_A(N)] = E_\infty^A + E_{xc-c}(N) \quad (10.1)
\]

Here, the xc-correction energy as a function of cluster size \( E_{xc-c}(N) \) is identified in the last step. This equation has a few important properties:

First, since properties of an infinite system can be described by a converged periodic boundary condition (PBC) model (e.g. DFT-GGA, see e.g. chapters 7 through 9), it offers a connection from such a model to an arbitrary other level of theory defined in a finite system. Second, the accuracy of the approximation can be systematically and arbitrarily improved by converging \( E_{xc-c}(N) \) with respect to \( N \).

Third, if the property \( E \) is local, as for instance the interaction energy of a finite adsorbate with an extended substrate, \( E_{xc-c}(N) \) is monotonically convergent \(^{264}\). Fourth, if both levels of theory are properly size consistent and -extensive, \( E_{xc-c}(N) \) will at each \( N \) consist of only those higher order xc energy terms described by \( B \), but not by the less accurate level of theory \( A \). Such higher order terms may be even more short-ranged than the total localized interaction itself, implying a convergence of \( E_{xc-c}(N) \) for a finite, and small \( N \).

One might thus summarize the xc-correction approach as offering a route to minimal computational effort at an arbitrary given accuracy of the xc treatment – or put differently, a simple theoretical framework offering an arbitrary choice of balance of scalability, accuracy and transferability. Notably, this is achieved entirely without the need for embedding environments, or non-standard numerical implementations – the two last terms of Eq. (10.1) are entirely independent, and are in appendix C as in previous chapters calculated using the CASTEP\(^{206}\) plane-wave DFT and NWChem\(^{153}\) quantum chemistry packages, respectively.

10.2. Results

In previous chapters, DFT results have been discussed from the perspective of two major limitations of standard present-day xc-functionals, namely self-interaction, and weak, long-range interactions. These are representative of many challenges faced by current first-principles modeling. Thus, in order to illustrate the application of the xc-correction methodology to a general problem, we here follow a hierarchical progression of popular quantum chemistry methods: As further explained in section 4.1 the exact exchange
10.2. Results

Figure 10.1: Hybrid functional xc-correction calculations. Left: The interaction energy $E_{\text{int}}$ as a function of cluster size, at PBE (red solid line), PBE0 (blue dotted line) and B3LYP (magenta dotted line) level of theory. Note the added PBC model $E_{\text{ads}}$ value (labeled ‘$\infty$’). Right: The resulting PBE0-PBE and B3LYP-PBE xc-corrections $E_{\text{xc-c}}$.

density included in hybrid DFT xc-functionals cancels a fraction of the self-interaction error, improving the description of the short-ranged potential. Consequentially, hybrid DFT forms a natural first level at which to explore xc-corrections to DFT-GGA. However, since it by now is well established that the main difficulty in the modeling of this class of problems are long-ranged interactions, we further proceed to calculate xc-corrections at the 'lowest' available level of explicitly correlated post Hartree-Fock techniques - MP2 (see section 3.3).

Specifically, the PBE[126,127] and B3LYP[121,122] hybrid xc-functional parametrizations are studied here. This choice is not accidental: As discussed in section 4.1, PBE0 is but for the exact-exchange component identical to PBE[116,117]. Therefore, the xc-correction of PBE0 on PBE provides a precise measure of the role of exchange interactions in the adsorption of benzene at Cu(111). As further explained in section 6.1, the B3LYP functional includes a comparable amount of Fock exchange, in combination with various LDA and GGA components semi-empirically determined via fits to a benchmark training set of light organic molecule properties. The comparison of the B3LYP correction on PBE – in a system fundamentally different from that training set – to that of PBE0, thereby highlights the effects of semi-empiricity on the transferability of hybrid xc-functionals.

$E_{\text{xc-c}}$ is calculated for various carefully chosen cluster geometries of $N = 6$ to $N = 52$ Cu atoms, with a single benzene molecule (see section C.1 and Fig. C.1). Since the geometry of neither adsorbate nor substrate changes significantly upon adsorption, the adsorbate-substrate system essentially equals the sum of the clean surface and gas-phase molecule, in turn leaving the adsorption energy $E_{\text{ads}}$ for all intents and purposes equal to the benzene at Cu(111) interaction energy $E_{\text{int}}$. The left side of Fig. 10.1 shows the PBE[116,117], PBE0 and B3LYP $E_{\text{int}}$ as a function of cluster size. This plot nicely illustrates the difficulties in the application of finite-system theory to an extended, metallic system – the interaction energy does not converge over the entire size range for any level of theory.
Chapter 10. The XC-Correction Method

Figure 10.2: Binding curves of benzene at Cu(111) xc-corrected at PBE0 (blue dotted line) and B3LYP (magenta dotted line) level. The xc-corrections were calculated in the 22 Cu cluster geometry of Fig. C.1 and added to the PBE $E_{\text{ads}}$ curve (red solid line) of Fig. 8.4. Interaction energy xc-corrections were evaluated at $z$-increments of 0.50 Å.

However, the variation of $E_{\text{int}}$ with cluster size is very similar at all three levels of theory. Therefore, the differences between the curves, or corresponding $E_{\text{xc-c}}$ plotted on the right of Fig. [10.1] rapidly converge to constant values: By Eq. [10.1], we can therefore obtain the PBE0 and B3LYP adsorption energy curves by simply adding the corresponding xc-corrections to the PBC PBE curve of Fig. 8.4. The result of this addition is shown in Fig. 10.2. A few qualitative features of these curves stand out:

PBE0 exchange is more repulsive than PBE exchange. It is therefore not surprising that the former binds less than the latter. The difference is however very small at intermediate to large distances. PBE0 therefore a) underestimates the benzene at Cu(111) $E_{\text{ads}}$ to a degree comparable to the PBE number of Table 8.4, and b) does not significantly modify the prediction of the equilibrium surface distance $z$. The B3LYP curve is endothermic everywhere, consequentially predicting no equilibrium adsorbate - substrate distance at all. This rather vivid failure of B3LYP is in line with its previously observed performance for transition metal systems$^{125}$.

In summary, hybrid functional calculations do not provide much of an improved theoretical benchmark for the dispersion corrected GGA calculations of the previous chapters, much as expected. Instead, we proceed to study the MP2 xc-corrections. In Fig. 10.3 the PBE and MP2 $E_{\text{int}}$ and the resulting $E_{\text{xc-c}}$ up to and including the 40 Cu cluster is plotted. Comparing to the right of Fig. 10.1 it is clearly evident that the MP2 xc-correction is not constant over the cluster range. This is readily explained in terms of the long-ranged vdW interaction per cluster volume contained in the MP2, but not in the PBE $E_{\text{int}}$, leading to a difference divergent with $N$.

Consequentially, the quantity to correct must be reformulated. MP2 by construction only includes correlation effects to second order. Since this premise is identical to that of the London series (see section 8.1.1) we make the Ansatz, that the MP2 $E_{\text{xc-c}}$ can be
10.2. Results

![Figure 10.3](image)

*Figure 10.3:* Left: The MP2-PBE xc-correction (black solid line) derived from the PBE (red solid line) and MP2 (blue dotted line) $E_{\text{int}}$ as functions of the cluster size. Right: The MP2 xc-correction expression extrapolated on the form of Eq. C.5 (magenta dotted line), the MP2 $E_{\text{xc-c}}$ as at left, and the difference of the calculated and fitted quantities (orange dot-dashed line).

extrapolated as a $C_6$-type expression, as further explained in section C.2. In the right of Fig. 10.3, the resulting extrapolation is compared to the calculated $E_{\text{xc-c}}$.

As illustrated by the dash-dotted orange line in the right of Fig. 10.3, the accuracy of this Ansatz is remarkable. Given a perfect fit, this line – representing the difference between the fitted and calculated MP2 xc-correction – would have been zero everywhere. Here, the fitted Eq. (C.5) matches the MP2 xc-correction up to a mean error and sample variation amount to a mere -6 and 8 meV, respectively. Additionally, the 16 Cu $E_{\text{xc-c}}$, which is not included in the fit statistic, is reproduced to very high accuracy.

This is a vivid illustration of the power of the xc-correction scheme: A tremendously simple concept, it in this formulation does not require any methodological development at all. Still, in combination with the most basic of physical understanding, it here provides the – judging by the publication record – first ever successful numerical description of an oft-attempted problem\textsuperscript{227,265,266}. The generalization to more sophisticated methods than MP2, or indeed to xc-corrections upon xc-corrections, follows naturally from these results.

However, as explained in section C.2, whereas the effect of an appropriately accounted for screening would amount to effectively lowered surface dispersion coefficients, the MP2 xc-correction extrapolated to a truly semi-infinite surface correspond to larger dispersion coefficients, implying an adsorption energy on the same scale of the obviously over-estimated corresponding TS\textsuperscript{202} scheme energetics. Thus, while we *can* benchmark the dispersion correction schemes at higher levels of theory, the specific choice of MP2 does not offer any improvement either.
10.3. Summary

In light of the perceived need for a non-empirical theoretical benchmark for the interaction of a phenyl moiety with close-packed coinage metal surfaces, this chapter presents higher-level calculations on the adsorption of benzene at Cu(111), within the so-called exchange-correlation correction scheme.

As shown, neither commonly used hybrid xc-functionals nor MP2 are able to provide a theoretical benchmark more accurate than the previously studied semi-empirical dispersion correction schemes. Put differently, neither state-of-the-art formulations of the short-range interactions in organic compounds, nor a self-interaction free, non-empirical treatment of the long-range interactions inadequately described by (semi-)local DFT functionals, is able to improve on the adsorption picture provided by the semi-empirical approximations employed in the previous chapters.

In a sense, this makes it abundantly clear just how demanding this problem is: Even within the xc-correction scheme, and as explained in section C.1 fully exploiting the reduction in computational prefactor offered by the so-called resolution of identity (RI) approximation to MP2, a fully \textit{ab initio} treatment of second-order correlation effects in the adsorption of benzene at Cu(111) is enormously demanding at relevant cluster sizes. Still, this technique neither quantitatively nor qualitatively outperforms the highly approximate second-order effects introduced by the dispersion correction approach.

These results therefore suggest, that quantitative \textit{ab initio} predictions of chemical accuracy for this problem require terms beyond the strict second-order approximation of MP2, i.e. starting with the so-called disconnected higher excitations found in e.g. CCSD\[96\] (see section 3.3). With its \(N^6\) scaling negating most of the hypothetical performance gain of the RI approximation, CCSD could most likely not be applied to the range of clusters here studied with MP2, given the capacity of currently available high-performance computing resources. However, as already mentioned, higher order terms are not seldom very short-ranged – therefore, a simple rote application of the above approach to the CCSD xc-correction on MP2 is potentially rapidly convergent and well behaved.

The RPA offers another possible step forward: While it still must be considered unclear whether the RPA \textit{per se} would yield a Cu(111) surface potential more accurate for the right reason, it is as explained in section 4.2 but a special case of a formally exact expression – the higher order terms of this problem missing in MP2 constitute an interesting benchmark for a reasonably formulated, non-zero exchange-correlation kernel.

Lastly, a step back to a broader perspective is in order: The challenge for first-principles theory posed by this class of problems needs no further emphasis. Still, the results of the previous and current chapters make the plausible case, that the problem of scanning a large chemical space of adsorption geometries of aromatic molecules at metal surfaces, in addition to making accurate \textit{ab initio} predictions for the chemically most relevant of those structures, may be reduced to the application of well-established better approximations of electronic correlation. Under the circumstances, this can only be characterized as a tremendous step forward.
11. Future Steps

Scientific work is often best understood in its contemporary context. In closing of this thesis, I will therefore try to connect the dots of the immediate past leading up to the project, via its contributions and connections to recent and current developments in the field, to likely future avenues of exploration.

As the miniaturization of microelectronic components progresses towards fully exploiting the plentiful room at the bottom promised by Feynman, controlling objects of molecular size becomes necessary, making simply substituting components for controllable molecules a natural step. Of these, a simple on/off switch is the arguably simplest example with obvious applications.

As an emergent fruit-fly of the molecular switches class, the bi-stably and reversibly isomerizable azobenzene molecule has been the topic of an exponentially increasing number of scientific publications over the past two decades. In particular, the experimental route towards a technical implementation of individually switchable molecules, dominated by studies of switch adsorption at solid interfaces within the only slightly older field of surface science, has produced a rich variety of still largely unexplained phenomena. Of these, the switch - surface interaction and coupling is a paramount issue.

Following the limits of high-performance computing, theoretical simulations from first-principles provide a unique and increasingly detailed perspective on chemistry and condensed matter theory in general, and where they overlap – in surface science – in particular. However, simulations predictive of the complex electronic excitations in azobenzene have only in recent years become routinely possible. Predictive simulations of physisorption of aromatic molecules at surfaces are still far from routine.

This thesis begins with the ostensibly simplest route to switch adsorption at surfaces; that of decoupling switch moieties from the substrate electronic structure using large ligands. Combined with spectroscopy techniques probing the full electronic spectrum of the switch compound, theoretical modeling of its ground- as well as excited state properties provides a consistent picture of the self-assembled adsorption geometry and the switching mechanism. The results are somewhat surprising: While literature on this well characterized molecule largely attributes its low switching efficiency to – and focuses on minimizing – presumed effects of the environment and functional groups, we identify interactions among the switch moieties themselves as the likely culprit. Thus indicating that loss of function is intrinsic to the switch moiety above a critical component density, this profoundly affects the viability of azobenzene as a component in e.g. storage media.

The methodological theme of this thesis begins with an investigation of two questions of utmost importance for the theoretical description of the opposite limit of switch - surface decoupling, namely whether the effect on the switch of the substrate electronic structure is sufficient to warrant its explicit inclusion in the model, and if yes, whether the current
state of the art technique for this class of systems, density-functional theory (DFT) using (semi-)local exchange-correlation (xc) functionals, yields qualitatively correct results.

The answers are yes, and – because of the inadequate description of weak van der Waals (vdW) interactions in (semi-)local xc-functionals – no, respectively. This puts the problem at somewhat of an impasse, since the need for a consistent geometric and electronic structure is particularly strong in this system, and current methods known to accurately predict geometries and weak electronic correlation effects cannot feasibly handle the surface electronic structure, and vice versa.

Consequentially, the thesis proceeds by evaluating current developments in the field of semi-empirical corrections to vdW interactions in DFT. While an ostensibly substantial qualitative improvement over pure DFT, this technique is too crude for accurate quantitative predictions for this class of systems. In the following step, the theoretically predicted geometries and energetics are therefore compared to results of accurate and innovative experimental techniques.

The outcome is mixed: Whereas semi-empirical corrections as expected substantially overestimate adsorption energies, in particular the most sophisticated scheme yields a highly accurate geometry. This again is a result of great significance, since it indicates a potential for exhaustive and accurate structural searches for this class of problems, from which the most chemically relevant geometries can be selected for an improved treatment of energetics. Finally, a non-empirical and arbitrarily improvable possible solution for such focused high-level simulations is presented, along with the results of proof-of-concept calculations.

Given this summarily described insight into the bonding of azobenzene at solid surfaces, the hitherto considerable gap between theory and experiment in this field can slowly be bridged: While the goal of precise predictions of experimentally observed energetics remains elusive, the observed error in the semi-empirical dispersion correction technique – approximately corresponding to a constant shift of the potential energy surface seen by the adsorbate at the substrate – is a minor limitation. For instance, given accurate geometries, comparably accurate charge densities can often be easily obtained even with simpler xc-functionals, and with them a wealth of information on adsorbate bonding, as exemplified by the electronic structure analysis of subsection 7.2.3.

Furthermore, if predictive geometries can be calculated at the computational cost of a DFT calculation – i.e. at sub \( N^3 \) scaling – then not only can considerably larger systems than pure azobenzene now be feasibly treated, but the computational limitations on system size grow almost linearly with time, given the exponential increase in computing power. Therefore, the most rewarding future route turns from investigating the basic aspects of the adsorption itself, to systems of greater technical relevance and potential:

While the adsorption of DMC (see chapter 2) has already been studied using standard DFT, our refined methodology could in greater detail describe the role of the dicyano functional groups in the switch adsorption, and correspondingly, provide a more accurate measure of their influence on the general electronic structure of the adsorbed switch, allowing for a more informed analysis of the observed switching behavior. Preparatory calculations of DMC at Cu(111) have already been completed.

Dispersion corrected DFT calculations of the adsorption of the TBA molecule (see Fig.
Figure 11.1.: The geometry of the trans TBA (see chapter 2) molecule at an Au(111) surface, optimized using GGA-PBE corrected with the TS$^{\text{TS}}$ scheme (see chapter 8).

[11.1] at noble metal surfaces, perhaps the most promising subcategory of azobenzene adsorption studies, are also well underway. Apart from allowing for a qualitative comparison to published TPD and two-photon photoemission spectra (2PPE), e.g. within an initial-state approximation similar to that discussed in section 6.1, the readily obtainable dispersion corrected harmonic vibrational spectra would make direct comparison to recorded HREELS data possible.

While the direct contribution of weak correlation interactions to the vibrational modes is likely small, the indirect contribution via the predicted adsorbate geometry, is as likely substantial. Such a comparison could provide precise information about the local adsorption geometry, which purely experimental approaches so far have been unable to – and standard theoretical techniques couldn’t – produce.

Given reasonable consistency of predictions and observations at this point, the answer to another exciting question could be within reach: Hagen et al. rationalize the observed increase of switching yield of TBA at Au(111) with temperature, in terms of substrate - adsorbate charge transfer due to thermally excited hot carriers in the substrate. While highly plausible, this explanation omits the possible role of a likewise thermally excited adsorbate in the process, which may amount to an effectively increased adsorbate - substrate coupling upon excitation of certain vibrational modes. Again, theory could here provide essential and otherwise unattainable information.

Finally, a still more tantalizing goal, is the study of M-TBA (see chapter 2). Should the theoretical results for the TBA adsorbate - substrate wave-function hybridization hold up to closer scrutiny, an explanation for the odd site-dependent switching efficiency of M-TBA is within the realm of possibility.
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Part V.

Appendices
A. Surface-Decoupled Switches

A.1. Basis Set Tests

This section details basis set tests for the ground state properties of pure azobenzene, in line with the methodological discussion of section 6.1. The test aims to find the optimal balance between computational cost and accuracy in the relevant properties, namely the ground state geometry and electronic structure, in particular the 1s Kohn-Sham eigenvalues used for the assignment of measured XPS binding energies. Basis sets of four cardinal numbers (ζ) have been tested: The first is a single ζ, Slater-type orbital (STO) basis set, 'STO-3G'. The second is the double-ζ LANL2DZ set, which for the relevant elements is equal to the D95V set. The third is the first revision of the Karlsruhe triple-ζ (TZ), valence (V, limited to one contraction for the core states) basis set with one set of polarization functions (P), or 'def-TZVP'. The fourth and last is the Dunning correlation-consistent (cc), quadruple-ζ (QZ) set augmented (aug-) with one set of diffuse functions, or aug-cc-pvQZ.

The first set is of very limited accuracy. The second is inaccurate by modern standards, the third represents the quality routinely found in literature, and the fourth is near the complete basis set limit of DFT. As is often the case, molec-

Figure A.1: Basis set test on pure trans-azobenzene at single, double, triple and augmented quadruple ζ-level. Top left scale: The CPU time needed for one single-point calculation. Note the logarithmic scale. Top right scale: The cis-trans isomer relative stability ΔE_{C-T}. Bottom left scale: The maximum absolute change of any C 1s Kohn-Sham eigenvalue with respect to the quadruple ζ-value. Bottom left scale: The change in absolute average C 1s Kohn-Sham eigenvalues with respect to the quadruple ζ-value.
Table A.1: The three lowest excitation energies (in electronvolt) and absolute transition dipole moments (in Debye) of trans-azobenzene, with the def-TZVP and IGLO-III basis sets, both tested for the ZND (see text) correction of the exchange-correlation kernel spatial decay.

<table>
<thead>
<tr>
<th></th>
<th>def-TZVP</th>
<th>IGLO-III</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B3LYP +ZND</td>
<td>B3LYP +ZND</td>
</tr>
<tr>
<td>$E_1$ (eV)</td>
<td>2.56</td>
<td>2.48</td>
</tr>
<tr>
<td>$\mu_1$ (D)</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>$E_2$ (eV)</td>
<td>3.72</td>
<td>3.73</td>
</tr>
<tr>
<td>$\mu_2$ (D)</td>
<td>7.33</td>
<td>7.31</td>
</tr>
<tr>
<td>$E_3$ (eV)</td>
<td>4.08</td>
<td>4.10</td>
</tr>
<tr>
<td>$\mu_3$ (D)</td>
<td>1.88</td>
<td>1.83</td>
</tr>
</tbody>
</table>

First, the CPU time ranges from negligible (seconds) at single-, to easily manageable (minutes) at triple-, to intractable for all intents and purposes (approximately twelve hours) at quadruple $\zeta$-level. Second, the relative isomer stability quickly converges to within an acceptable 50 meV already at double $\zeta$-level. Third and fourth, both maximal individual and collective, average changes in the C 1s KS levels are converged to within a negligible few meV of the largest basis set, at triple $\zeta$-level. In summary, the sought optimal balance is represented by the def-TZVP triple $\zeta$ basis set.
standard, polarized def-TZVP basis set, the considerably more diffuse, triple $\zeta$ IGLO-III basis set$^{272}$, and with and without the semi-empirically determined potential correction of Zhan, Nichols and Dixon (ZND)$^{163}$ adapted for the B3LYP ALDA kernel.

The results for a single trans-azobenzene molecule at TDDFT / B3LYP level of theory are presented in Table A.1. In short, results vary less than acceptable 50 meV / 60 milli Debye. Thus, the good performance of TDDFT / ALDA / B3LYP for azobenzene can safely be considered more than an artifact of the basis set or failures in the TDDFT treatment of Rydberg states.
B. Surface Adsorbed Switches

This chapter provides information supplementary to that given in the main text, on the modeling of pure azobenzene adsorbed at coinage metal (111) surfaces. In addition to testing and verification of our PDOS code (section B.5), and a study of the effects of dispersion corrections on our PDOS findings (section B.6), the purpose of the following is twofold: On the one hand the computational model must be chosen such, that the error in relevant quantities compared to the fully computationally converged limit is acceptable. On the other, these calculations, as opposed to those of the preceding chapter, employ ultra-soft pseudopotentials**146** with non-local core corrections**273** to represent the electron wave-function near the ionic nuclei. This is an additional approximation, the effects of which must be determined and minimized.

The advantages of pseudopotentials are significant: Only valence electrons are treated explicitly, which dramatically reduces the total number of electrons and thereby the size of the computational problem, in particular for heavier elements. Since the pseudopotential easily can be constructed to reproduce the valence electronic structure of a fully relativistic atom, computationally expensive and complicated relativistic corrections crucial to all-electron calculations of e.g. gold chemistry**274** can be avoided.

However, these simplifications, like most other in first-principles modeling, come at a price: The optimal form of the pseudopotential core wave-function projector set (see section 5.2) depends on a multitude of choices. For example, if the core pseudization radius $r_c$ is chosen too large, the pseudo and all-electron wave-functions will no longer agree in a chemically relevant spatial region, and one risks projectors overlapping between potentials, creating an unphysical, spurious wave-function in the interstitial region. This is a particularly important consideration for ultra-soft pseudopotentials, which use larger $r_c$. If one chooses $r_c$ too small, the pseudo wave-function will approach the true all-electron wave-function, but described by a pure plane-wave basis set, without the support of the atom-centered functions in the mixed basis sets typically used in all-electron plane-wave calculations (e.g. using the full potential - linearized augmented plane wave or FP-LAPW technique). Thus, the pseudopotential calculation quickly becomes less efficient than a standard all-electron calculation for too small $r_c$.

Furthermore, the projector set (as in the closely related**275** projector augmented wave or PAW technique) remains fixed, regardless of the form of the valence pseudo wave-function. This frozen core approximation influences e.g. core-polarization effects, introducing another element of uncertainty in the pseudopotential calculation. While it is technically possible to self-consistently optimize the projectors with respect to the pseudo valence wave function, this would again correspond to an extremely inefficient all-electron calculation, negating the justification for the pseudopotential. Additionally, even a perfectly constructed pseudopotential by construction shifts the true total DFT
potential by an unphysical constant. Therefore, differences of pseudo total energies or
their variation with physical variables correspond to physical quantities, but the pseudo
total energy itself does not.

These circumstances all beg the question how to ensure that approximations inher-
et in the pseudopotential approximation do not invalidate the results. The answer is
simply, by thorough heuristic testing of a carefully chosen (or indeed, for the specific
problem constructed) set of potentials, comparing characteristic quantities relevant for
the problem of interest to the corresponding all-electron results. This, along with es-
lishing converged settings for other numerical approximations employed, is the main
goals of sections B.1 and B.2.

With the thereby established minimal acceptable computational model, section B.3
proceeds to establish a suitable model of surface adsorbed azobenzene. Section B.4
details further refinements necessary for maximum accuracy in the surface work function
calculations. Finally, section B.6 shows results of DOS and PDOS calculations obtained
with semi-empirically dispersion corrected (see chapter 8) DFT-GGA.

B.1. Convergence Tests: Bulk Metal Properties

As explained in subsection 7.2.1, the geometry of single azobenzene molecules optimized
in large super-cells using the library pseudopotentials distributed with CASTEP, agree
with the all-electron geometries and energetics presented in section 6.1 up to a 0.03 Å
lengthening of the two studied bond lengths ($d_{NN}$ and $d_{CN}$). The high plane-wave
kinetic energy ($E_{kin}$) cutoff of 800 eV was needed because of the rapid variation (or
'hardness') of the aromatic wave-function of the molecule, which is common for such
systems. Consequently, the H, C and N pseudopotentials are deemed sufficient for the
description of gas-phase molecular properties.

Modeling the metallic surfaces is more involved. Small bandgap systems are partic-
ularly prone to inefficiencies in $k$-space sampling due to the discontinuity of the zero-
temperature density of states at the Fermi level $E_F$. A popular remedy for this, is to
fractionally redistribute the occupation of bands just below to bands just above $E_F$.

If the Fermi-Dirac distribution function is chosen, this corresponds to a physical ther-
mal broadening at a given temperature related to the distribution width. Thus, this
procedure adds a generalized entropy to the DFT total energy. The SCF ground state
is found by minimizing the free energy of the resulting so-called Mermin functional.

However, a system of zero-temperature ions and high-temperature electrons is rarely
what is intended in DFT calculations – the entropy term enters as a mere numerical
artifact, which when large can have detrimental effects on in particular the energy gra-
dient (nuclear forces). Extensive testing revealed, that a simple gaussian smearing
function resulted in a low entropy per smearing function width, and an overall stable
SCF convergence. All calculated free energies have been corrected by subtracting half
the entropy term, which for gaussian smearing has been shown to agree with the exact
entropy correction to third order.
The first step in creating the surface model is to establish the corresponding bulk properties. Since chapter 8 includes a comparison of the LDA and GGA adsorption pictures for benzene, the following tests are all carried out for both functionals. In the top panel of Fig. B.1, the total energy per atom in a bulk Cu fcc crystal at the experimental lattice constant of 3.61 Å as a function of plane-wave kinetic energy cutoff $E_{\text{kin}}$ has been plotted for an intermediate (60 points in the irreducible Brillouin zone) and dense (110 irreducible points) Monkhorst-Pack (MP) $k$-space sampling grid. Identical results have been obtained for very low (50 meV) to intermediate (250 meV) smearing widths. The plots show the crystal energy per atom converging to high precision at $E_{\text{kin}} = 350$ eV already at the intermediate $k$-point grid, for both functionals. As identical results have been obtained for Ag and Au, only the Cu plots are shown.

With this converged $E_{\text{kin}}$ cutoff and $k$-point grid and a conservative smearing width of 150 meV, the variation of the bulk total energy per atom with the crystal lattice constant (shown at the bottom of Fig. B.1) is fitted to the Murnaghan equation of state. The fit produces values for the lattice constant $a_0$, the bulk modulus $B_0$ and the bulk total energy per atom $E_0$ of the crystal equilibrium. The former two are in Table B.1, unless otherwise stated, compared to all-electron calculations using the same functional parametrizations, for all three substrate materials and both levels of theory. The agreement between the here calculated $a_0$ and reference values is excellent. The somewhat more sensitive $B_0$ shows greater but acceptable differences.
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B.2. Convergence Tests: Clean (111) Surface Properties

In this section the clean surface model is constructed, following the same procedure as in the previous section. The clean (111) surfaces are modeled by rotating the fcc primitive cell into a coordinate system with the $x$- and $y$-vectors in, and the $z$-vector perpendicular to the (111) plane. Viewed along this $z$-vector, the bulk-truncated (111) surface consists of atoms on a trigonal lattice of lattice constant $\frac{a_0}{\sqrt{3}}$, forming layers spaced $\frac{a_0}{\sqrt{3}}$ apart. Layers $n+1$, $n+2$ and $n+3$ ($n = 1, 2, 3 \ldots$) are offset to the top layer by the $xy$-translations to the centers of the two inequivalent triangles formed by the top layer lattice and zero, respectively (see Fig. 7.2 and 7.4). The (111) surface is thus ABC stacked. An $(m \times n)$ surface unit cell is modeled by a super-cell (see Fig. 7.1) spanned by two vectors in the surface plane at an angle of 120° and lengths of $m \cdot \frac{a_0}{\sqrt{2}}$ and $n \cdot \frac{a_0}{\sqrt{2}}$, respectively.

Were this system not periodic also in the third direction, the quality of the super-cell surface model would be determined by the slab thickness alone - separated by an increasing number of sufficiently bulk like layers, the electronic structure at either side of the slab would approach that of a true surface resting on an infinitely thick bulk material. Specifically, the amount of energy required to create the surface from the bulk crystal, or surface energy $\sigma$, would converge towards the exact value at the relevant level of theory.

However, as the system is 3D periodic, the slabs interact electrostatically also in the third direction. The properties of the model must consequentially also be converged for the vacuum separation of the slabs. In the multipole expansion of the slab interaction the dipole coupling decays slowest. Because of their inversion symmetry, clean bulk-truncated (111) slabs are dipole neutral, however.\[189\]

Since cleaving a crystal effectively breaks bonds formed by the surface atoms, introducing an asymmetry in the charge density surrounding them, the structure of surfaces generally does not remain that of truncated bulk. Instead, surfaces often relax, changing the inter-layer spacing of the top layer(s) and / or reconstruct in lateral atomic displacements lowering the surface strain. Of the latter, the complicated “herringbone” reconstruction of Au(111) with a $(22 \pm 1 \times \sqrt{3})$ surface unit cell\[207\] is the quintessential example.

On the one hand, this reconstruction is relevant to the present work. On the other, its long range has two consequences: First, the individual displacements of each surface atom from the bulk truncated lateral positions are small. Second, the tremendously large resulting super-cells, with small surface energy gains per atom due to reconstruction, imply a computational involvement and accuracy beyond the aim of the present work - here, the focus is on adsorption at the Au(111) surface, rather than the surface itself.

In the following, the Au surfaces have therefore not been allowed to reconstruct. Cu(111) and Ag(111) do not reconstruct. Assuming the force on the top layer(s) is converged within the computational model, surface relaxation can be accounted for by optimizing an increasing number of top inter-layer distances in a slab of increasing thickness, until the deepest optimized layer doesn’t relax.
Figure B.2.: Convergence tests of the Cu surface energy ($\sigma_{(111)}$) and z-component of the force on the top layer ($F_z$). At right and left, results for the LDA and GGA functionals, respectively. Top two panels: Convergence with $k$-points in the irreducible Brillouin zone. Bottom two panels: Convergence with plane-wave $E_{kin}$ cutoff. Identical results have been obtained for Ag and Au.
Figure B.3.: Clean Cu $\sigma_{(111)}$ and $F_z$ convergence with respect to slab thickness and vacuum distance. Top panel: Convergence with $k$-points in the irreducible Brillouin zone. Bottom two panels: Convergence with plane-wave $E_{\text{kin}}$ cutoff. Identical results have been obtained for Ag and Au.

### Table B.1: Comparison of bulk and surface properties obtained in this work to values found in literature. The latter have been obtained via all-electron calculations using the same xc-functionals, with exceptions where numbers have been calculated with a the VWN5 LDA parametrization, b the PW92 LDA parametrization, c norm-conserving pseudopotentials, and d the PAW method.

<table>
<thead>
<tr>
<th></th>
<th>$a_0$ (Å)</th>
<th>$B_0$ (Mbar)</th>
<th>$\sigma_{(111)}$ (J/m$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Au</td>
<td>LDA</td>
<td>4.08</td>
<td>2.03</td>
</tr>
<tr>
<td></td>
<td>PBE</td>
<td>4.19</td>
<td>1.43</td>
</tr>
<tr>
<td>Ag</td>
<td>LDA</td>
<td>4.00</td>
<td>1.49</td>
</tr>
<tr>
<td></td>
<td>PBE</td>
<td>4.14</td>
<td>0.98</td>
</tr>
<tr>
<td>Cu</td>
<td>LDA</td>
<td>3.51</td>
<td>1.90</td>
</tr>
<tr>
<td></td>
<td>PBE</td>
<td>3.63</td>
<td>1.45</td>
</tr>
</tbody>
</table>
B.2. Surface Properties

Consequentially, this section focuses on converging the (111) surface energy $\sigma_{(111)}$ and the $z$-component of the force on the top surface layer, with respect to four parameters: The $E_{\text{kin}}$ cutoff and k-point grid as in the previous section, and the slab thickness and vacuum distance. In a super-cell consisting of a ($1 \times 1$) surface unit cell with $k$ single-atom layers, the (111) surface energy is calculated according to

$$\sigma_{(111)} = \frac{1}{2} \cdot \frac{4(E - k \cdot E_0)}{a_0^2 \sqrt{3}}$$  (B.1)

where $E$ is the slab total energy, $E_0$ and $a_0$ are the equilibrium bulk total energy per atom and lattice constant, respectively, and the prefactor accounts for the fact that the slab has two surfaces. As no physical reason for wave-function dispersion in the direction perpendicular to the surface exists, k-space is only sampled in the $\Gamma$-point in the super-cell $z$-direction.

The results of the convergence tests in this section are shown in Fig. B.2 and Fig. B.3. Unless otherwise stated, these calculations were performed for a four layer slab of a ($1 \times 1$) surface unit cell lateral extension, with a plane-wave $E_{\text{kin}}$ cutoff of 350 eV and a ($12 \times 12 \times 1$) MP grid. As identical results have been obtained for Ag and Au, only plots for Cu are shown.

Results for the first two independent variables are shown in Fig. B.2. In line with the reasoning of the previous section, convergence with respect to irreducible k-points is plotted for small (50 meV) and intermediate (150 meV) smearing widths. The plots show both properties of interest converging to an acceptable precision at 42 irreducible k-points, corresponding to a ($12 \times 12 \times 1$) MP grid, for both xc-functionals. Since no significant differences between the small and numerically more efficient intermediate smearing widths are observed, all further calculations use the latter.

In the lower panel of Fig. B.2, the convergence of the two properties with respect to the plane-wave $E_{\text{kin}}$ cutoff is shown. The surface energy converges to hundredths of a Joule per square meter at $E_{\text{kin}} = 350$ eV. The top layer force quickly converges to almost arbitrary accuracy with the $E_{\text{kin}}$ cutoff. Again, the convergence behavior for the two xc-functionals is identical.

Convergence tests for the latter two independent variables are shown in Fig. B.3. Given the dipole neutrality of the slab geometries, the relevant properties unsurprisingly converge rapidly with vacuum “layers”, defined as the vacuum distance resulting from a slab layer removal. As for the slab thickness, the convergence of relevant properties is more erratic, consistent with the quantum size effects arising in slabs of this dimension. While the converged surface energy value is well approximated by that obtained with a four layer slab, the top layer force component converges slightly slower.

Therefore, the relaxed surface geometry has been calculated in slabs of up to 13 layers. The relative changes in inter-layer spacings $\Delta d_{ij}$ have been calculated according to

$$\Delta d_{ij} = \frac{d_{ij} - d_0}{d_0}$$  (B.2)

where $d_{ij}$ is the relaxed distance between layers $i$ and $j$ counting from the top, and
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<table>
<thead>
<tr>
<th></th>
<th>LDA</th>
<th>GGA-PBE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(%)</td>
<td>Ref</td>
</tr>
<tr>
<td>Δd_{12}</td>
<td>-0.75</td>
<td>-1.58</td>
</tr>
<tr>
<td>Δd_{23}</td>
<td>0.27</td>
<td>-0.73</td>
</tr>
<tr>
<td>Δd_{34}</td>
<td>0.00</td>
<td>-0.43</td>
</tr>
</tbody>
</table>

Table B.2.: Changes in the top inter-layer spacings of relaxed clean Cu (111) as defined in Eq. B.2, compared to reference all-electron values. Reference LDA values were obtained using the PW92 LDA parametrization.278

\[ d_0 = \frac{a_0}{\sqrt{3}} \] is the bulk inter-layer spacing. The results for clean Cu(111) are listed in Table B.2. While the here calculated relative changes in top inter-layer spacing are generally notably smaller than the reference numbers, it is important to remember, that the absolute differences to literature still remain miniscule - for example, with the calculated Cu lattice constant, the in Table B.2 typical difference of half a percent corresponds to approximately one picometer in absolute terms, which is well within the limits of the required accuracy. The negligible relaxation of Cu(111) surfaces is well established in DFT278,289 as well as in experiments.290

The results of the bulk and surface convergence tests have been compiled and compared to literature in Table B.1. Where possible, literature values obtained with all-electron calculations using the same xc-functional parametrization as in the current work have been chosen. Values for which no all-electron result using the LDA parametrization114 of the current work has been found, have been compared to literature values calculated with comparably accurate LDA parametrizations286,287 to the same free electron-gas data115.

Values for which no all-electron calculation have been found, are compared to literature values calculated with norm-conserving pseudopotentials and the projector-augmented wave (PAW) method.

Despite these minor variations, the overall agreement between bulk and surface properties obtained in this and high quality previous work is generally very good. The question of whether the employed approximation of an ultra-soft pseudopotential in a plane-wave basis set is sufficient to provide an accurate surface model, can therefore be answered positively.

B.3. Adsorbed Azobenzene Convergence Tests

In this section, the by now familiar convergence test procedures are repeated in order to establish a computationally efficient yet accurate model for the relevant aspects of azobenzene adsorption at all three substrates. In contrast to the previous section, only the adsorption of azobenzene within the GGA-PBE116,117 approximation to the xc-functional is of interest.

As our study aims to characterize the bonding of a single molecule with an in principle
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Figure B.4: GGA-PBE convergence tests of azobenzene adsorbed at Ag(111), from top to bottom with respect to number of irreducible $k$-points, plane-wave $E_{\text{kin}}$ cutoff, metal layers in slab, and vacuum distance between slabs. Left: Trans (T) and cis (C) adsorption energies. Right: Average force on the molecule (mol.), and on the adsorption site surface atoms (surf.). Each data series is shown with a given error bar, and the linearly weighted average of the series as a guide to the eye. All calculations were performed in the B1 adsorption geometry and a (6 × 3) surface unit super-cell (see text).
ininitely extended surface, a natural first step is to determine the lateral extension of the super-cell necessary to minimize the adsorbate - adsorbate interaction (see Fig. 7.1). Since the lateral extension of the trans isomer is greater than that of the cis isomer (see Fig. 1.1 and 7.4), it is sufficient to do so for the former.

The phenyl rings give trans azobenzene the dimension of a benzene molecule along its short axis in the molecular plane. The smallest surface unit cell able to accommodate a flat lying single benzene molecule is \((3 \times 3)\), at all three surfaces. A simple calculation of the binding energy of the center molecule in a large sheet of benzene molecules in the Cu \((3 \times 3)\) periodicity, approximately corresponding to one adsorbed monolayer (ML) revealed, that the GGA-PBE direct intermolecular interactions in this system amount to circa 7 meV per molecule. For an azobenzene molecule in the same lateral periodicity along the short axis one could expect this number to roughly double, given the two phenyl moieties. Still, this number is sufficiently small on the scale of the numerical accuracy of interest here. Since as we shall see the adsorbate - substrate interaction is generally weak for adsorbates of this size, substrate mediated lateral interactions are expected to be small.

The azobenzene trans isomer is shorter than twice the sum of its width and one intermolecular distance along the short dimension. However, it is too long for a \((5 \times 3)\) cell in the B1 adsorption geometry (see Fig. 7.2), which here is chosen as the test system. Thus, a \((6 \times 3)\) cell, with a still weaker adsorbate - adsorbate interaction along the long dimension than the short, is chosen for the convergence tests of this section.

Our study requires an accurate computational model for the geometric as well as the electronic structure of the adsorbate - substrate system. Correspondingly, tests in this section are performed on the molecular adsorption energy \(E_{\text{ads}}\), the average force on the molecule, and the average force on the substrate, here represented by the adsorption site metal atoms. The adsorption energy must be defined with respect to a relevant reference energy. Here, similar to section 7.1 the adsorption energy is calculated as

\[
E_{\text{ads}} = E_{\text{azo@}(111)} - E_{(111)} - E_{\text{azo(gas)}}
\]

where \(E_{\text{azo@}(111)}\) is the total energy of the adsorbate - substrate system, \(E_{(111)}\) is the total energy of a clean, bulk-truncated slab in a \((6 \times 3)\) super-cell, and \(E_{\text{azo(gas)}}\) is the total energy of the isolated adsorbate, fully optimized in a rectangular \((40 \times 30 \times 30)\) Å\(^3\) super-cell with Γ-point \(k\)-space sampling. For simplicity, the bulk-truncated geometry is chosen for the clean slab reference, which is justified due to the negligible surface relaxation found in the previous section. The gas-phase molecular reference is of course fully converged for super-cell lateral extension.

Since similar to the preceding sections the test results are identical for all three surfaces, only the results for Ag(111) are shown in Fig. B.4. Based on the results of previous sections, these calculations were unless otherwise stated performed with a four layer slab geometry, a vacuum separation of 15 Å, a plane-wave \(E_{\text{kin}}\) cutoff of 350 eV and an MP \(k\)-point grid of \((2 \times 4 \times 1)\). Because of the geometrical relation between real and \(k\)-space (i.e. reciprocal space, see section 5.2), the latter grid in a \((6 \times 3)\) super-cell yields the same density of irreducible points as the \((12 \times 12 \times 1)\) grid in a \((1 \times 1)\) cell.
Table B.3: Work functions $\Phi$ of clean coinage metal (111) surfaces, cf. Table 7.3. Reference numbers for Au, Ag and Cu have been obtained using GGA-PBE and ultra-soft pseudopotential, norm-conserving pseudopotential and all-electron techniques, respectively. All numbers in eV.

<table>
<thead>
<tr>
<th>Surface</th>
<th>$\Phi$ (eV)</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Au(111)</td>
<td>5.24</td>
<td>5.15</td>
</tr>
<tr>
<td>Ag(111)</td>
<td>4.46</td>
<td>4.45</td>
</tr>
<tr>
<td>Cu(111)</td>
<td>4.85</td>
<td>4.78</td>
</tr>
</tbody>
</table>

Figure B.4 shows, that the adsorption energy and force components both are converged to very high accuracy already at the coarsest $k$-point grid of 4 irreducible points. The results for the four times more dense ($4 \times 8 \times 1$) MP grid of 16 irreducible points are indistinguishable from those of the sixteen times denser ($8 \times 16 \times 1$) MP grid of 64 irreducible points, on the scale of the plots. The $E_{\text{kin}}$ cutoff test yields similar results, in that the adsorption energy and force averages of both isomers already at the default of $E_{\text{kin}} = 350$ eV are converged to within $\pm 20$ meV and $\pm 15$ meV / (Å), respectively.

The results of the slab thickness test are, as with the surface energies, influenced by quantum size effects in the slab. In particular for the cis isomer, the variation of the adsorption energy after three layers is just barely within the plotted error bar of $\pm 20$ meV. On the other hand, all four force components studied are well converged already at three slab layers. This slab thickness is therefore used in the geometry optimizations detailed in chapter 7 albeit not for calculating the corresponding binding energies (see discussion at the end of the following section).

Finally, the convergence of the relevant properties with vacuum distance is smoother. Unsurprisingly, the adsorption energy of the taller cis isomer converges after that of the trans isomer, at a slab - slab separation of the default 15 Å. The converged vacuum distance is comparable at Au, and somewhat shorter (13 Å) at Cu.

B.4. Work Functions

In chapter 7 the projected density of states of adsorbed azobenzene is analyzed within a modified Schottky-Mott model. Since projection is done on an isolated molecule, the PDOS must be shifted by the surface work function $\Phi$ for its energy scale to be comparable to that of the adsorbed system DOS.

The work function is defined as the difference between the chemical potential $\mu$ and the potential at infinite separation from the system, i.e. the vacuum potential $V_{\text{vac}}$. At zero temperature, the former is equal to the Fermi energy $E_F$. In a finite system the latter is trivially defined, but in periodic boundary conditions this is more complicated. In principle, given a super-cell with sufficient vacuum separation between periodic images of the system, the potential in the center of the vacuum equals $V_{\text{vac}}$. Establishing a proper vacuum reference is thus subject to convergence of the model, much like the
properties discussed in the previous two sections.
In practice, the electronic potential in the super-cell is mapped onto a regular, three-dimensional grid. Grid points are then averaged in \( x \) and \( y \), resulting in a one-dimensional potential as a function of the \( z \)-coordinate in the super-cell. The work function is given by the value of the electronic potential in the center of the vacuum, minus the Fermi energy of the system.

For the dipole neutral, clean surfaces this approach works well without modification: Even for a moderate vacuum separation the electronic potential rapidly decays to a constant vacuum value, and the resulting work functions are in excellent agreement with literature values (see Table B.3). Nevertheless, work functions are substantially more sensitive to fine computational detail than total energies.

This is illustrated by the fact, that the density of the grid on which the charge density is represented had to be increased, with the grid point spacing in reciprocal space increased from the 1.8 \( k_{\text{cut}} \) otherwise used, to the maximum of 2.0 \( k_{\text{cut}} \), to ensure full
B.5. (P)DOS Convergence Tests

Φ convergence. Additionally, the SCF convergence energy threshold was lowered from otherwise $10^{-7}$ eV / atom to $5 \cdot 10^{-9}$ eV / atom.

The surface work functions of the adsorbed molecules pose additional challenges, however: In Fig. B.5 the work function of a cis isomer fully geometry optimized at one side of a four layer slab, with an additional bulk layer added, is shown at top left. Note, that the electronic potential spiking above the vacuum value (shown as tall peaks at right) at the ionic nuclei is an unphysical artifact of the pseudopotential approximation of no consequence for the properties of interest, namely the Fermi energy and vacuum electronic potential.

In this system, the potential between the adsorbate and the periodic image of the substrate never entirely flattens out. Taking the potential at the center of the vacuum as the best approximation of $V_{\text{vac}}$, we obtain a $\Phi$ of 4.68 eV, relatively close to that of the clean slab (5.24 eV). However, this value is likely tainted by the finite dipole moment of the asymmetric slab coupling to its periodic images, and must be thoroughly converged with respect to vacuum distance.

Such a test is shown in the bottom right of Fig. B.5, where the asymmetric $\Phi$ is compared to that of the clean surface, and an inversion symmetric seven layer geometry (shown in the same figure at top right). The latter has been obtained by inverting the (as described in chapter 7) fully geometry optimized, four layer adsorbate-substrate system in the bottom layer, forming a strictly inversion symmetric seven layer slab with a molecule adsorbed at both sides.

The substantially reduced dipole moment of this geometry not only couples less to periodic images, as indicated by the rapid decay of the electronic potential towards $V_{\text{vac}}$ as shown in the bottom left of Fig. B.5, but also by the Kleinman proof zeros the internal dipole moment in the slab, providing a far better approximation of the electronic structure of an actual surface atop a semi-infinite bulk system.

As shown in the bottom right of Fig. B.5 the latter contribution is considerably more important than that of the dipole coupling between periodic images: The asymmetric $\Phi$ converges slowly with vacuum distance towards a lower value than that of the clean surface, but will not reach the inversion symmetric $\Phi$ of 3.89 eV.

While as shown in the previous section energetics and forces are well converged in the computationally much cheaper asymmetric four layer system, making it ideal for e.g. geometry optimizations, the corresponding inversion symmetrized slabs represent a still better converged surface model. Therefore, adsorption energy, relative isomer stability and PDOS calculations in chapter 7 are performed in these systems.

B.5. (P)DOS Convergence Tests

As explained in chapter 7, the current work requires the development and implementation of an analysis tool capable of projections of adsorbate-substrate system wave-functions onto isolated molecular wave-functions. The integrity and accuracy of this tool has been thoroughly tested with respect to projection sum rules, and compared to less advanced implementations in other software packages for a range of simple projections (e.g. on
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![Graphs showing DOS and PDOS convergence with irreducible k-points.](image)

Figure B.6.: Convergence of DOS and PDOS of the trans isomer at an asymmetric 5 layer Au slab, with irreducible k-points (labeled 'kpt' in plots). Top left: The adsorbed system DOS. Top right: Detail of the DOS, showing variations in the surface states. Bottom panel: The adsorbed system DOS projected on the isolated molecule HOMO and LUMO at left and right, respectively. Again, qualitatively identical results have been obtained for Ag and Cu.

either atom of a diatomic molecule).

However, as mentioned in the previous section, the precise electronic structure, i.e. the Kohn-Sham orbitals of a given system, are often more sensitive to subtle computational details than the total energy (and thereof derived properties). Consequentially, the DOS and PDOS must also be converged for aspects of the computational model. Variations in the plane-wave $E_{\text{kin}}$ cutoff produced no changes in the DOS and PDOS, which were also found similarly insensitive to changes in the pseudopotentials. Slab thickness and vacuum distance are as explained in the previous section already set very high on the scale of necessary accuracy.

The DOS and PDOS convergence with irreducible k-points of a test system consisting of a trans azobenzene molecule adsorbed at an asymmetric 5 layer slab, is shown in Fig. B.6. The general DOS shows small qualitative differences between the 4 irreducible k-points of the minimal $(2 \times 4 \times 1)$ MP grid and the denser $(4 \times 8 \times 1)$ and $(8 \times 16 \times 1)$ grids, which in turn are comparatively very similar.

Unsurprisingly, this difference becomes more obvious when focusing only on the surface
states, as shown in the top right of Fig. B.6. For the HOMO PDOS shown in the bottom left of Fig. B.6 all grids are qualitatively similar, and the quantitative differences are limited to a positive energetic shift of the centroid of the projection with increasing k-point density. The LUMO PDOS of the sparsest grid shows a small but distinct tail at higher energy, which does not appear with the denser grids. In short, the of the three intermediately dense (4 × 8 × 1) MP grid is deemed optimal for the DOS / PDOS calculations.

B.6. Dispersion Corrected DOS and PDOS

Chapter 7 focuses on those properties of the DFT-GGA bonding of azobenzene at coinage metal (111) surfaces, that remain unchanged with application of dispersion corrections
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as described in chapter 8. Among these, the qualitative features of the DOS and PDOS are mentioned. For completeness, the results of the same PDOS analysis as described in chapter 7 for the dispersion corrected geometries are presented in this section.

The OBS scheme does not significantly modify any of the GGA-PBE optimized geometries. Consequently, its DOS / PDOS is for all three surfaces indistinguishable from the results presented in Fig. 7.5 and has been left out here. The G06 scheme on the other hand strongly modifies the GGA-PBE adsorbate geometries. However, the isolated adsorbate projected PDOS, shown in Fig. B.7 only for Cu and Ag since the G06 scheme lacks parameters for Au, shares and in some cases even more vividly exhibits the features identified in the GGA-PBE analysis:

At Ag(111), while the hybridization of frontier orbitals is small compared to the Cu case, the LUMO in both isomers hybridizes significantly with the substrate electronic structure, notably in the cis isomer being pinned at the Fermi level. At Cu, the entire spectrum of projected frontier orbitals hybridizes very strongly with the substrate, in particular in the trans isomer. This effect is much stronger in the dispersion corrected geometries.

In the TS scheme (see Fig. B.8), the situation at Cu and Ag is similar to that of the G06 scheme. Interestingly however, the strong hybridization of the LUMO observed at Cu and Ag is not seen in the TS-corrected geometry at Au - instead, the LUMO remains largely unaffected, and clearly above the Fermi level in both isomers.

While the here calculated DOS is severely limited by the functional approximation, for example the Ag d-band appears some one eV higher in Fig. B.7 and B.8 than in experimental measurements, this hints at a possible explanation for the considerably greater switching yield at Au compared to Ag and Cu.
Figure B.8.: DOS and PDOS, obtained in the same way as that of Fig. 7.5 of adsorbate geometries calculated with the PBE xc-functional and the TS dispersion correction scheme. Trans and cis isomer plots at Au, Ag and Cu are found at left and right and from top to bottom, respectively. The DOS, shown as a thin black line in the background of each plot, has been scaled with a factor 75 to bring it on the same scale as the PDOS. The PDOS of the four relevant orbitals, and the corresponding Kohn-Sham eigenvalues of the isolated gas-phase molecule, are shown as colored peaks and identically colored lines drawn from the upper plot border, respectively.
C. The Exchange-Correlation Correction Method

In this chapter, the technical detail of the exchange-correlation (xc) correction calculations discussed in chapter 10 is presented. Specifically, section C.1 reports on the rationale of the chosen cluster geometries, in addition to systematic basis set convergence tests and a discussion of the employed RI-MP2 approximation (see below). Section C.2 gives the detail of the MP2 adsorption energy extrapolation.

C.1. Cluster Geometries and Basis Sets

With the general methodology defined in section 10.1, we here establish an appropriate model chemistry and -system. The target system is a benzene molecule adsorbed at a Cu(111) surface in the ‘HCP-B’ geometry, as described in section 8.3. The periodic model has threefold rotational symmetry in the surface plane, and is treated as non-magnetic (i.e., non spin-polarized). As established in sections B.2 and B.3, a three layer slab represents the bare minimum in terms of an acceptable PBC surface model for the clean surface as well as for azobenzene adsorption. The same holds for adsorption of the weaker interacting benzene molecule. Consequently, a series of cluster geometries for the calculation of \( E_{xc-c}(N) \) have been defined as follows:

A large sheet of a three-layer slab with a single adsorbate was formed from the adsorbate geometry optimized as described in subsection 8.1.2 at PBC GGA-PBE level of theory and a surface distance \( z \) (see section 8.3) of 3.75 Å. Out of this system, clusters with even numbers of metal atoms, corresponding to half-spheres centered on the \( z \)-coordinate of the top layer and the \( xy \)-coordinates of the adsorbate center of mass were cut, resulting in the 22 and 52 Cu clusters shown in Fig. C.1. Removing even numbers of metal atoms consistent with the \( C_3 \) symmetry from these, in turn produces the other six geometries shown.

The smallest cluster in the range contains 6 top layer atoms of the first adsorbate coordination shell. The next larger geometry adds another 6 atoms in the second layer. The 16 Cu cluster includes the second coordination shell of the top layer, and four atoms in the second layer. The larger clusters all have three layers and increasing adsorbate coordination up to parts of the third coordination shell in the 52 Cu cluster. In addition to the \( C_3 \) symmetry, all but the 16 Cu cluster are \( C_s \) (mirror) symmetric in planes spanned by vectors between opposing hydrogen atoms and the cluster surface normal (see Fig. C.1).

While large compared to the semi-empirically corrected equilibrium distances of Table 8.3, the chosen adsorbate - substrate distance offers a simplification: In this geometry, the
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Figure C.1.: The Cu cluster geometries used in the xc-correction calculation, shown with the adsorbed benzene molecule, and labeled by their constituent number of Cu atoms. All clusters have $C_3$ symmetry, and all but the 16 Cu cluster are $C_s$ (mirror) symmetric. Clusters 22 through 52 are cut out of a three layer slab.

optimal GGA-PBE adsorbate and substrate geometries differ not at all and negligibly to those of the gas-phase molecule and the truncated bulk surface, respectively. Therefore, we can here define the xc-correction $E_{xc-c}$ at B level of theory to the benzene adsorption energy, as the correction on the adsorbate - cluster interaction energy $E_{int}^X$, without affecting the molecular and clean surface reference for the adsorption energy:

$$E_{xc-c}(N) \simeq E_{int}^B(N) - E_{int}^{PBE}(N),$$  \hspace{1cm} (C.1)

where

$$E_{int}^X(N) = E_{mol@cl}^X(N) - \left[ E_{cl}^X(N) - E_{mol}^X(N) \right],$$  \hspace{1cm} (C.2)

and $E_{mol@cl}^X$, $E_{cl}^X$, and $E_{mol}^X$ are the total energies of the molecule adsorbed at the Cu cluster, the clean cluster and the isolated molecule, respectively. This correction is then added to the PBC GGA-PBE adsorption energy of section 8.1.2 to form the xc-corrected adsorption energy $E_{ads}^{xc-c}$.

The cluster total energies are here calculated using atom-centered basis sets, and therefore include the basis set superposition error energy (BSSE, see section 5.1), which by way of $E_{int}^X(N)$ taints $E_{ads}^{xc-c}$. In the following, this is approximately remedied using the so-called counterpoise BSSE correction\[^292\], which amounts to evaluating the three fragments of Eq. (C.2) in the exact same atomic orbital basis set (and integration grid, where applicable). Thus, $E_{mol}^X$ is indirectly $N$-dependent via the basis functions of the metal cluster. Finally, the wave-functions in all calculations of $E_{int}(N)$ are treated as all-electron, closed shell (spin-compensated) and non-relativistic, as mentioned above.

The MP2 correlation energy is formulated in terms of four-index electron repulsion integrals (ERIs). The cost of evaluating these is proportional to the product of the squares of the numbers of occupied and virtual orbitals. In metal clusters, large num-
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bers of electrons per atom naturally lead to large occupied orbital spaces, already for small clusters. The sensitive dependence of the MP2 correlation energy on the shape of virtual orbitals imply a requirement of many basis functions per atom in order to obtain physically meaningful results, which in turn leads to large virtual orbital spaces.

This combination makes standard MP2 for all intents and purposes intractable for all but the smallest clusters shown in Fig. C.1. Consequentially, all MP2 results presented here have been obtained using the so-called resolution of identity (RI) approximation\textsuperscript{293,294} to MP2. In this technique, four-index ERIs (4-ERIs) are approximated by linear combinations of products of three-index ERIs (3-ERIs), with auxiliary atom-centered basis functions $P, Q$ as

$$ (ia \mid jb) \approx (ia \mid Q)V_{PQ}^{-1}(P \mid jb) \quad ,$$

using the integral notation convention (3.7), and where

$$ V_{PQ} = (P \mid Q) \quad (C.4) $$

The advantages of this approximation for the present work can hardly be overstated: Approximate 4-ERIs are created 'on the fly', using fast linear algebra routines optimized for the computer architecture, decisively outperforming regular 4-ERI integral routines. Even if the auxiliary basis set equals the atomic basis set, making Eq. (C.3) exact to integral numerical precision, the total number of 3-ERIs is far, far smaller than the number of 4-ERIs.

Thus, the information necessary to construct all approximate 4-ERIs can often be cached in Random Access Memory (RAM), and accessed with a memory bandwidth many orders of magnitude greater than for disk storage. RAM caching is generally not an option for standard MP2 in any but the very smallest systems. If the RAM is insufficient also for the 3-ERIs, they can be stored on disk and accessed with bandwidth limitations on RI-MP2 performance correspondingly smaller compared to MP2. Additionally, the auxiliary basis set can be optimized\textsuperscript{295,296} for a given atomic orbital basis set and maximum RI error (difference between RI-MP2 and MP2 total energies), which further significantly reduces storage requirements and increases performance.

While the RI approximation does not reduce the number of necessary approximate 4-ERIs, and therefore does not affect the scaling of MP2, the general reduction of the computational prefactor is in literature\textsuperscript{296} conservatively estimated at one order of magnitude. In the calculations presented here, that performance gain is closer to two orders of magnitude (e.g. reducing times-to-solution of an estimated 4 - 6 weeks to $\sim 6$ hours), for the price of RI errors in MP2 interaction energies of $\sim 10$ meV, as determined by exhaustive tests.

Appropriate atomic orbital basis sets for all levels of theory remain to be established in a consistent fashion. The dual requirements of accurate RI-MP2 energies and systematic basis set convergence are satisfied by the use of the family of basis sets developed for use with the TURBOMOLE\textsuperscript{\textsuperscript{\textsuperscript{\textsuperscript{\textsuperscript{*}}}}} package, of which the previously employed def-TZVP\textsuperscript{154} set is a

\textsuperscript{*} See www.turbomole.com
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Figure C.2.: The B3LYP and MP2 xc-corrections in the 12 and 22 Cu clusters (cf. Fig. C.1), and the PBE $E_{\text{int}}$ in the 12 Cu cluster, as a function of the number of functions in the basis set. Note the nearly identical number of basis functions in the def-TZVPP and def2-TZVP basis sets.

Notably, the def2-TZVP set includes extra functions on the Cu atom in contrast to the similarly sized def-TZVPP set, resulting in a substantially increased accuracy per basis function of the former. This appears as a nearly discontinuous step in the curves of Fig. C.2. All calculations have been performed in the 12 Cu cluster geometry, and are supplemented by the corresponding numbers calculated in the 22 Cu geometry up to def2-TZVPP level, in order to show the qualitatively similar basis set convergence over the cluster size range.

In short, the hybrid functional xc-corrections converge rapidly with basis set size. While the B3LYP (not shown) and PBE $E_{\text{int}}$ both converge separately at def2-TZVP level, the corresponding $E_{\text{xc-c}}$ are converged to high accuracy already at def-TZVP level, i.e. at approximately a 28 % reduction in necessary basis set size. This illustrates another benefit of the xc-correction scheme: Contributions of the B level of theory to $E_{\text{xc-c}}$, are not necessarily as basis set dependent as $E_B$ itself. Therefore, if the basis set dependence of the A level of theory is congruent with that of B, $E_{\text{xc-c}}$ converges correspondingly faster with basis set size – the final, xc-corrected energy is calculated with an optimal basis set.

However, MP2 is as explained much more basis set dependent than, and its convergence with basis set size incongruent with that of, DFT. Correspondingly, the xc-correction energy does not converge in the basis set size range studied in Fig. C.2. Additionally, emphasizing the impact of the RI approximation on the present work, while evaluation member, and for which highly optimized yet accurate RI-auxiliaries already exist.

Figure C.2 shows MP2 and hybrid functional (represented by B3LYP) xc-correction convergence tests using the valence double-$\zeta$ (VDZ) basis set, the def-TZVP set with (def-TZVPP) and without a second set of polarization functions, the second, more accurate revision (def2-) of the triple-$\zeta$ sets, and the second revision of a doubly polarized, quadruple-$\zeta$ set (def2-QZVPP).

Notably, the def2-TZVP set includes extra functions on the Cu atom in contrast to the similarly sized def-TZVPP set, resulting in a substantially increased accuracy per basis function of the former. This appears as a nearly discontinuous step in the curves of Fig. C.2. All calculations have been performed in the 12 Cu cluster geometry, and are supplemented by the corresponding numbers calculated in the 22 Cu geometry up to def2-TZVPP level, in order to show the qualitatively similar basis set convergence over the cluster size range.

In short, the hybrid functional xc-corrections converge rapidly with basis set size. While the B3LYP (not shown) and PBE $E_{\text{int}}$ both converge separately at def2-TZVP level, the corresponding $E_{\text{xc-c}}$ are converged to high accuracy already at def-TZVP level, i.e. at approximately a 28 % reduction in necessary basis set size. This illustrates another benefit of the xc-correction scheme: Contributions of the B level of theory to $E_{\text{xc-c}}$, are not necessarily as basis set dependent as $E_B$ itself. Therefore, if the basis set dependence of the A level of theory is congruent with that of B, $E_{\text{xc-c}}$ converges correspondingly faster with basis set size – the final, xc-corrected energy is calculated with an optimal basis set.

However, MP2 is as explained much more basis set dependent than, and its convergence with basis set size incongruent with that of, DFT. Correspondingly, the xc-correction energy does not converge in the basis set size range studied in Fig. C.2. Additionally, emphasizing the impact of the RI approximation on the present work, while evaluation
of the RI-MP2 correlation energy in the 22 Cu cluster with the def2-QZVPP basis set would be feasible with readily available computing resources, calculating the corresponding Hartree-Fock ground state is not, nor would it be in the larger cluster geometries. Therefore, a complete basis set (CBS) limit extrapolation of any merit cannot be performed. Instead, the RI-MP2 numbers are calculated with the def2-TZVPP set, which judging by Fig. C.2 appears to yield qualitatively, albeit not quantitatively, converged results. The MP2 \( E_{xc} - c \) is calculated with respect to def2-TZVP PBE numbers.

C.2. The MP2 XC-Correction

In Fig. 10.3 the PBE \( E_{\text{int}} \) calculated with the def2-TZVP basis set, the (RI-)MP2 \( E_{\text{int}} \) calculated with the def2-TZVPP basis set and the resulting \( E_{xc} - c \) is plotted. \( E_{xc} - c \) is extrapolated based on the Ansatz, that the MP2 correction on the benzene at Cu(111) PBE \( E_{\text{int}} \) can be written as the sum of a constant \( \kappa \), analogous to the hybrid functional \( E_{xc} - c \) convergent with \( N \), and \( C_6 \)-type inter-atomic interactions of some effective coefficients.

This amounts to fitting three unknowns, namely \( \kappa \), and effective Cu - C and Cu - H dispersion coefficients \( C_6, \text{Cu-C} \) and \( C_6, \text{Cu-H} \) to the MP2 \( E_{xc} - c \) observable. Unfortunately, the position vectors of the carbon and hydrogen atoms are practically linearly dependent by the symmetry of the benzene molecule. Combined with the likely non-uniqueness of the optimal parameters for the long-range interaction, this leaves the results of such a fit ambiguous.

Instead, we rely on the fact that the TS\textsuperscript{202} dispersion correction scheme as used in the previous two chapters is known to produce highly accurate dispersion coefficients for light molecules. If the ratio of the unknown MP2 dispersion coefficients is fixed to the corresponding average ratio \( \Lambda_{TS} = \frac{C_{6, \text{Cu-C}}^{TS}}{C_{6, \text{Cu-H}}^{TS}} = 0.30 \) in the corresponding PBC model geometry of section 8.3, the long-range term in the fit is reduced to one variable \( C_6, \text{Cu-C} \) (or equivalently, \( C_6, \text{Cu-H} \) with an inverted \( \Lambda_{TS} \)). Since this variable describes a heteronuclear interaction, the difference to the corresponding TS value can be viewed as a uniform scaling of either the Cu or the C and H homonuclear coefficients (see subsection 8.1.1).

In short, the MP2 xc-correction is reformulated as

\[
E_{xc} - c(N) = \kappa - C_6, \text{Cu-C} \left[ \sum_{i=1}^{N} \sum_{j=1}^{6} R_{ij, \text{Cu-C}}^{-6} + \Lambda_{TS} \cdot R_{ij, \text{Cu-H}}^{-6} \right]
\]

(C.5)

where \( R_{ij, \text{Cu-C}} \) (\( R_{ij, \text{Cu-H}} \)) is the inter-atomic distance between Cu atom \( i \) and C (H) atom \( j \). Since we wish to extrapolate the interaction with the most surface-like clusters in the range, only xc-corrections in three-layer cluster geometries have been included in the observable sample.

The fitted \( \kappa = 0.34 \) eV has a simple physical interpretation, as the sum of the Hartree-Fock - PBE xc-correction and those second-order correlation contributions poorly de-
scribed by the free-atom-in-molecule approximation (see section 8.1.1), e.g. due to the adsorbate image dipole. The fact that $\kappa$ for fixed $C_{6, \text{Cu-C}}$ goes to the exact Hartree-Fock $E_{xc-c}$ with increasing $z$ in a test geometry confirms this view. The value fitted for the dispersion coefficient $C_{6, \text{Cu-C}}$ is 78.6 (eV•Å$^6$), some 46% higher than the corresponding TS value of 53.9 (in turn somewhat lower than the azobenzene value of Table 8.1).

With this information, the MP2/def2-TZVPP benzene adsorption energy at an extended, three-layer Cu(111) surface can be calculated. The relatively large adsorbate-substrate distance $z$ in the cluster geometries again offers a simplification: In the corresponding TS-corrected PBC PBE geometry, the TS damping function contribution to the dispersion correction energy is negligible (<1 meV). Therefore, the MP2 $E_{\text{ads}}$ by Eq. (10.1) equals the PBC PBE $E_{\text{ads}}$ of the corresponding geometry, added to $\kappa$, and the corresponding TS correction energy scaled by the ratio of the MP2 and TS $C_{6, \text{Cu-C}}$ coefficients, for a total of $-0.67$ eV.

This is not a prediction of the converged MP2 adsorption energy in the true equilibrium structure. However, the calculated MP2/def2-TZVPP number is similar to the TS $E_{\text{ads}}$ of $-0.71$ eV in the corresponding geometry (cf. Fig. 8.4). In Fig. C.2, the MP2 interaction energy of the 12 Cu geometry increases by 16% from the triple- to the quadruple-ζ basis set. This figure can in turn be expected to increase in the CBS limit. Scaling the MP2 $E_{\text{int}}$ of Fig. 10.3 by this factor, in turn increases the extrapolated $E_{\text{ads}}$ by a comparable factor. While a crude estimate, this suggests that the CBS MP2 $E_{\text{ads}}$ exceeds that of TS in the current geometry.

Furthermore, the equilibrium properties of a dispersion-bonded system are determined by the balance between exchange repulsion and correlation attraction. Therefore, two possibilities exist for the true equilibrium MP2 properties of the current system: The equilibrium $z$ could be large, comparable to or greater than that of the cluster geometries. As explained, this implies a slightly overestimated ($\sim 0.1$ eV, cf. Table 8.4) equilibrium $E_{\text{ads}}$ compared to experiment, but, given the similarity between the benzene and azobenzene geometries predicted by TS and the azobenzene geometry measured by NIXSW in chapters 8 and 9, also probably corresponds to a substantial overestimation of the true equilibrium $z$. Alternatively, at a smaller MP2 equilibrium $z$, the MP2 overestimation of the equilibrium $E_{\text{ads}}$ would likely be comparable to or greater than that of TS. Results of a small number of test calculations in the 22 Cu geometry at shorter $z$, are consistent with the latter case.
Zusammenfassung


Die direkte Adsorption wird anhand dichtgepackter Münzmetalloberflächen (Cu, Ag und Au) untersucht. Die zur korrekten Beschreibung der metallischen Bandstruktur notwendig explizite Berücksichtigung der ausgedehnten Oberfläche führt hierbei zu großen Simulationszellen. Es wird gezeigt, dass die momentane Standard-Methode für solche Probleme – die Dichtefunktionaltheorie (DFT) mit (semi-)lokalen Austausch-Korrelations-
ZUSAMMENFASSUNG

funktionalen – zu qualitativ falschen Ergebnissen führt, insbesondere aufgrund der ungenügenden Beschreibung der langreichweitigen van der Waals Wechselwirkungen. Da entsprechende Systemgrößen aktuell nicht mit genaueren ab initio Methoden handhabbar sind, wird das Problem im Rahmen semi-empirischer Dispersionskorrekturen zur DFT (DFT-D) analysiert bzw. deren Verlässlichkeit im Detail überprüft. Im Vergleich zu experimentellen state-of-the-art Beugungsdaten ist die DFT-D Vorhersage der Adsorptionsgeometrie auffallend genau. Die unzureichende energetische Beschreibung wird hingegen auf die Vernachlässigung elektronischer Abschirmeffekte an der metallischen Oberfläche zurückgeführt. Mit diesem Verständnis wird somit nicht nur ein Weg zur Verbesserung aktueller DFT-D Ansätze geliefert, sondern auch bereits bestehende DFT-D Ansätze als Mittel zur genauen Stukturbestimmung z. B. für weiterführende höhere ab-initio Rechnungen für die hier diskutierten Systeme wird zuletzt im Ausblick diskutiert.
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