Accurate localized resolution of identity approach for linear-scaling hybrid density functionals and for many-body perturbation theory
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A key component in calculations of the exchange and correlation energies is the Coulomb operator, which requires the evaluation of two-electron integrals. For localized basis sets, these four-center integrals are most efficiently evaluated with the resolution of identity (RI) technique, which expands basis-function products in an auxiliary basis. In this work we show the practical applicability of a localized RI-variant (RI-LVL), which expands products of basis functions only in the subset of those auxiliary basis functions which are located at the same atoms as the basis functions. We demonstrate the accuracy of RI-LVL for Hartree-Fock calculations, for the PBE0 hybrid density functional, as well as for RPA and MP2 perturbation theory. Molecular test sets used include the S22 set of weakly interacting molecules, the G3 test set, as well as the G2-1 and BH76 test sets, and heavy elements including titanium dioxide, copper and gold clusters. Our RI-LVL implementation paves the way for linear-scaling RI-based hybrid functional calculations for large systems and for all-electron many-body perturbation theory with significantly reduced computational and memory cost.

PACS numbers:

I. INTRODUCTION

With advances in high-performance computing and improved numerical algorithms, the predictive power of first-principles electronic-structure theory is increasing in terms of accuracy and tractable system size. Density-functional theory (DFT) using (semi-)local functionals has excelled because of a very favorable combination of computational efficiency and reasonable accuracy in solid-state theory and quantum chemistry. However, it is well documented that conventional DFT methods are not sufficient to properly describe certain types of binding interactions.1–6 It is often necessary to use hybrid functionals7,8 or even higher-level methods like second-order Møller-Plesset perturbation theory9 (MP2), GW methods10,11 or the random-phase approximation and beyond12–14 to accurately treat e.g. cohesive energies, van der Waals interactions or reaction-barrier heights.

For hybrid functionals and more sophisticated treatments of the electronic exchange and correlation a major computational bottleneck is the evaluation of the two-electron repulsion integrals for orbitals \( \{ \psi_i(r) \} \)

\[
(st|uv) = \int\int \frac{\psi_s^*(r)\psi_u^*(r')\psi_i(r)\psi_v(r')}{|r-r'|} \, dr \, dr'.
\]  

(1)

The notation \((a|b)\) refers to the Coulomb interaction between the functions indexed by a and b, respectively, throughout the paper. In particular, we have \((ij|kl) = \int\int \psi_i^*(r)\psi_j^*(r)v(r-r')\psi_k(r')\psi_l(r') \, dr \, dr'\) and \((a|b) = \int\int \psi_s^*(r)v(r-r')\psi_t(r') \, dr \, dr'\) where \(v(r) = 1/|r|\).

Upon replacing the orbitals by their expansions in a chosen set of basis functions \(\{ \phi_i(r)|i = 1, \ldots, N_{\text{basis}} \}\), Equation 1 transforms into a sum over four different basis function indices. The approach for evaluating these integrals largely depends on the basis set. For Gaussian or plane wave basis sets these integrals are given analytically. For numeric atom-centered orbital15–23 (NAO) basis sets \(\{ \phi_i(r-R_i) \}\) on the other hand, these integrals with four different atomic positions \(R_i\), often called four-center integrals, have to be evaluated by explicit integration.

A straightforward approach for basis sets with analytical solutions is possible, but due to the \(O(N_{\text{basis}}^4)\) integrals this leads to unfavorable execution times for large systems. For NAOs, on the other hand, no analytical solution exists. Computing these integrals on the fly becomes intractable as the system size grows. Precomputing them is also out of the question due to the memory and communication requirements for storing and reading this matrix with \(O(N_{\text{basis}}^2)\) entries.

A widely used approach to alleviate the computational time requirements of the four-center integral evaluation is the “resolution of identity” (RI), also known as “density fitting”.24–30 The central idea is to expand orbital products into an auxiliary basis \(\{ P_\mu(r) \}\):

\[
\varphi_i(r)\varphi_j(r) := \rho_{ij}(r) \approx \sum_\mu C_{ij}^\mu P_\mu(r)
\]

\[
\Rightarrow (ij|kl) \approx \sum_\mu \sum_\nu C_{ij}^\mu (P_\mu|P_\nu) C_{kl}^\nu.
\]

This approach represents the four-index matrix in terms of three- and two-index ones and is therefore better suited...
to be precomputed and stored. The auxiliary basis functions \( \{ P_a(r) \} \) can either be predefined or calculated at runtime. The most commonly used variant is the “RI-V” scheme,\(^{24,29–31} \) which determines the expansion coefficients by directly minimizing the errors in the four-center integrals. This scheme has the advantage that the error in the four-center integrals is quadratic in the error of the actual RI expansion.\(^{24,25} \) This approximation, together with the fact that the total energy is stationary with respect to the expansion coefficients, makes the RI-V a “robust variational” scheme\(^{25} \).

Our group has successfully applied the RI to NAOs and shown it to be a reliable and robust approach.\(^{32} \) Additionally, a general procedure for the construction of the auxiliary basis was presented that is particularly accurate for on-site products of atomic orbitals, which carry the bulk of the total energy. While RI expansions for any atomic basis set are particularly efficient for small systems, the scaling behavior, both in terms of computational time and memory usage, is problematic because of the nonlocal nature of expansions based on the Coulomb metric.\(^{33} \) (See Equation 6 and 7 below.) In principle, this nonlocality is artificial as a local quantity like the product of two localized orbitals should not need expansion functions arbitrarily far away, and it makes the application to large or even periodic systems infeasible or even impossible.

There are several previous studies exploring ways to limit the number of nonvanishing expansion coefficients. For example Reine et al. replaced the global Coulomb metric with a localized one.\(^{35} \) Sodt et al. followed a more pragmatic approach by restricting the expansion of a basis function product to the subset of those auxiliary basis functions which are centered within a sphere around one of the two basis function centers.\(^{36,37} \) Pisani et al. followed a similar approach with a more general fitting domain for local MP2-calculations in periodic systems.\(^{38,39} \) Recently, Merlot et al. presented a localized RI, which uses only auxiliary basis functions centered on the two centers of the expanded basis functions as a starting point.\(^{40} \) To reach a reasonable accuracy, they then applied a Cholesky decomposition scheme to converge the integration accuracy by adding further auxiliary functions along the connection line between the two centers. Even more localized density fitting approaches were already known in the early days of computational quantum chemistry. Of particular interest for the present work is the limited expansion of diatomic overlap (LEDO) of Billingsley and Bloor\(^{24,41} \). In this work, the authors expanded products of Slater type orbitals (STOs) on different atoms in the on-site products of these two atomic centers.

In addition to using localized variants of the RI-approach, several other techniques for the evaluation of four-center integrals have been investigated in the literature. Delley evaluated the products of molecular orbitals on an atom-centered numerical grid and used multipole techniques to solve the Poisson equation.\(^{42} \) Already in the early 1980s, Talman showed how to use Fourier space techniques\(^{43,45} \) to spherically expand NAO products around a point between the two orbital centers, and how to efficiently calculate the Coulomb interactions between such expansions.\(^{43,46} \) Recently, a more efficient way of spherically expanding orbital products based on Legendre integration was published by the same author.\(^{47} \) Foerster showed how to construct a compact auxiliary basis \( a \) \textit{posteriory} from Talman’s expansion\(^{47,46} \) for a given atom pair by means of a singular value decomposition.\(^{48,49} \) In contrast to our strictly atom-centered approach, this work employs bond-centered auxiliary basis sets. Another technique is the expansion of the NAOs in terms of a Gaussian function set, which is implemented in the SIESTA-code\(^ {50,51} \). While this strategy has the advantage of offering an analytic solution, each NAO must be fitted by several Gaussians, which partially undoes the benefits of the compactness of NAO basis sets. Most of these studies aim at computing the four-center integrals directly, while the aim of the RI-approach is to compute a set of intermediate expansion coefficients that can be stored in memory. Some of the integration techniques developed by Talman are employed in our work as well.

In the present paper we demonstrate an approach that is similar to LEDO, but gives accurately converged total energies for NAOs, for Hartree-Fock and hybrid DFT functionals, as well as for correlation methods like MP2 and RPA. A similar atomic RI strategy has recently been implemented for Gaussian-type orbitals by Manzer et al.\(^{52} \). In contrast to our work, they only apply their new algorithm to the exchange integrals of the SCF-cycle at present.

Our method has recently been applied in a linear-scaling implementation of hybrid density functionals for periodic systems\(^ {44} \) and allows for simple derivatives, used, e.g., in a corresponding implementation of the stress tensor for hybrid density functionals.\(^ {53} \)

We will introduce our method, which is implemented in the Fritz Haber Institute \textit{ab initio} molecular simulations package (FHI-aims\(^ {16,54} \)), as a localized modification of our global fitting approach reported in Ref. 32. In Section II we briefly review our RI-scheme and introduce our new localized variant. Section III shows an extensive study on the convergence and accuracy for different methods, and in Section IV we compare the computational scaling with our RI-V implementation. Finally, we summarize our results and draw conclusions in Section V.

II. THEORY

The basic RI implementation in FHI-aims is described extensively in Ref. 32. We here briefly recapitulate the key equations before proceeding to the localized expansion. Finally, we explain how the localized variant can be adapted in a controlled way to further increase the accuracy which is required to minimize the linear error.
terms arising in our localized approach (see below).

A. Global expansion

The nonlocal exchange operator as part of the generalized Kohn-Sham or Fock matrix is defined by

$$K_{ij} := \sum_{jk} D_{jk} (ij|kl)$$

(2)

where \( D_{jk} \) is the one-particle density matrix and \( (ij|kl) \) are four-center integrals of basis functions \( \varphi_i(r) \), analogous to the four-center integrals defined in Equation 1 for the orbitals \( \psi_s(r) \).

In the RI, orbital products \( \varphi_i(r)\varphi_j(r) := \rho_{ij}(r) \) are expanded in a set of auxiliary basis functions \( P_{ij}(r) \):

$$\rho_{ij}(r) \approx \sum_{\mu} C_{ij}^\mu P_{\mu}(r) =: \tilde{\rho}_{ij}(r)$$

(3)

to give the approximated product \( \tilde{\rho}_{ij}(r) \). The two-electron integrals (Equation 1) are then reduced to:

$$\langle ij|kl \rangle = \sum_{\mu, \nu} C_{ij}^\mu V_{\mu\nu} C_{kl}^\nu$$

(4)

$$V_{\mu\nu} = (P_{\mu}|P_{\nu})$$

Several strategies have been proposed to determine the expansion coefficients \( C_{ij}^\mu \). The most common variant, is known as “RI-V”. This approach directly minimizes the error of the four-center integrals. Whitten has shown\(^{24}\) that this can be achieved by minimizing the Coulomb integral of the fitting error \( \delta \rho_{ij} = \rho_{ij}(r) - \tilde{\rho}_{ij}(r) \):

$$\delta \rho_{ij}(r) = \rho_{ij}(r) - \tilde{\rho}_{ij}(r)$$

$$= \varphi_i(r)\varphi_j(r) - \sum_{\mu} C_{ij}^\mu P_{\mu}(r).$$

The minimization problem then leads to a system of linear equations:

$$0 \frac{1}{2} \frac{\partial}{\partial C_{ij}^\mu} \sum_{\nu} (\mu|\nu) C_{ij}^\nu - (\mu|ij)$$

(5)

yielding the expansion coefficients and the approximated four-center integrals:

$$C_{ij}^\mu = \sum_{\nu} (ij|\nu) V_{\nu\mu}^{-1}$$

(6)

$$\Rightarrow \langle ij|kl \rangle \approx \sum_{\mu, \nu} (ij|\mu) V_{\mu\nu}^{-1}(\nu|kl).$$

(7)

The four-index matrix we started with is now represented by only two- and three-index objects, implying a significant advantage in terms of memory requirements and computational time. Furthermore, the error of the approximated four-center integrals is quadratic in the residual \( \delta \rho_{ij}(r) = \rho_{ij}(r) - \tilde{\rho}_{ij}(r) \) of the fitted orbital product.\(^{25}\)

Unfortunately, the Coulomb kernel \( v(r-r') \) is long-ranged, so that \( (\mu|\nu) \) and \( (\mu|ij) \) are neither sparse nor short-ranged except when the overlap between \( \varphi_i \) and \( \varphi_j \) vanishes. The consequence is a canonical \( O(N^3) \) computational and memory scaling with system size for the precomputed expansion coefficients \( C_{ij}^\mu \). It can be reduced to \( O(N^2) \) memory scaling by taking the vanishing overlaps into account, but in both cases there is a large prefactor in actual computations. The formal \( O(N^3) \) scaling for the exchange matrix construction is not reduced by the RI approach, unless density matrix screening techniques\(^{35}\) are used when the exchange matrix is computed. Since the Coulomb metric distributes the expansion coefficients \( C_{ij}^\mu \) for any given (localized) density \( \rho_{ij}(r) \) over all auxiliary basis functions \( P_{\mu}(r) \) in the system, \( O(N) \) scaling can no longer be achieved for the exchange operator.

B. Construction of the standard auxiliary basis

In our implementation\(^{16,32}\), all atom-centered basis functions \( \varphi_s(r) \) are defined as:

$$\varphi_s(r) = u_{skl}(r) Y_{lm}(\phi, \theta)$$

(8)

where \( u_{skl}(r) \) is a radial function with index \( k \) and angular momentum \( l \) for species \( s \) and \( Y_{lm}(\phi, \theta) \) denotes a spherical harmonic. In the non-periodic cases we investigate in this work, both the radial part and the spherical harmonics are real-valued functions. The basis functions are constructed numerically and are subject to a cut-off potential \( V_{\text{cut}}(r) \), which enforces a smooth decay to zero of the basis functions outside the relevant range.\(^{16}\) The construction of the confined basis functions is described in detail in equations 8 and 9 of Ref 16. In short, all radial functions in FHI-aims are solutions to:

$$\left[ -\frac{1}{2} \frac{d^2}{dr^2} + \frac{l(l+1)}{r^2} + V_i(r) + V_{\text{cut}}(r) \right] u_i(r) = \epsilon_i u_i(r).$$

(9)

Our auxiliary basis functions \( P_{\mu}(r) \) are not predefined, but rather derived from the basis set \( \{ \varphi_i(r) \} \) used to expand the orbitals \( \psi(r) \). Our construction scheme for the \( P_{\mu}(r) \) ensures an exact reproduction of those integrals \( (ij|kl) \) with basis functions \( i, j, k, l \) centered at the same atom, which account for the major part of the total energy. We therefore construct our auxiliary basis set such that it contains all on-site products of basis functions \( \varphi_i(r) \cdot \varphi_j(r) \) explicitly. Specifically, the auxiliary basis set can be derived from two different underlying basis sets:

OBS: the standard orbital basis set used to expand the Kohn-Sham orbitals of the DFT calculation
Gram-Schmidt orthonormalization to remove linear dependencies

maximal angular momenta $l_{\text{max}}^m$ per species

product functions with $|l_1 - l_2| \leq l \leq |l_1 + l_2|

Gram-Schmidt orthonormalization to remove linear dependencies

on-site radial products $u_{sk_{l_1}}(r) \cdot u_{sk_{l_2}}(r)$

maximal angular momenta $l_{\text{max}}^m$ per species

angular momentum channels $0 \ldots 2l_{\text{max}}^m$ for each species

distribute auxiliary basis functions for species to all atoms of this kind

auxiliary basis set for system ($P_\mu(r)$ functions)

radial basis functions $u_{sk_{l_1}}(r)$ of orbital basis set (OBS)

additional functions from the enhanced orbital basis (OBS+)

OBS+: an enhanced OBS with additional functions, which are used only for the construction of the $P_\mu(r)$ functions

In Figure 1 the auxiliary basis construction is illustrated as a flowchart. For each atom species $s$ in the system we compute all on-site products $u_{sk_{l_1}}(r)u_{sk_{l_2}}(r)$ of the radial basis functions $u_{sk_{l}}(r)$. These products are then orthogonalized with a Gram-Schmidt scheme. A radial product is accepted as a new radial auxiliary basis function in a given angular momentum channel if the norm of its projection orthogonal to the already accepted functions is larger than a small value $\epsilon_{\text{orth}}$ (for RI-V: $10^{-2}$ for atoms with $Z \leq 10$, $10^{-3}$ for atoms with $10 \leq Z \leq 18$ and $10^{-4}$ for all other elements).

The choice of this parameter controls the size of the auxiliary basis set for the $P_\mu(r)$ functions and thus the expansion accuracy. The accepted products are then multiplied with each spherical harmonic $Y_{lm}(\phi, \theta)$ which satisfies the Clebsch-Gordon condition $|l_1 - l_2| \leq l \leq |l_1 + l_2|$ to obtain the $P_\mu(r)$. The maximum angular momentum of any basis function in the OBS or OBS+ of a given species, $l_{\text{max}}^m$, thus also controls the maximum angular momentum of any basis function in the auxiliary basis set, $2l_{\text{max}}^m$.

For each species $s$ the maximal angular momentum of the product functions $l_{\text{max}}^m$ can be capped to reduce the size of the auxiliary basis, but this comes at the price of a reduced accuracy.

C. Construction of the enhanced auxiliary basis

Our standard procedure for the construction of the $\{P_\mu(r)\}$ has the advantage of producing an atom-centered auxiliary basis that automatically adapts to the orbital basis set and that yields a particular high accuracy for on-site products. The off-site products on the other hand are not included in the auxiliary basis set and therefore will not be expanded exactly. To obtain accurate results for these integrals too, we must use a sufficiently large auxiliary basis set. This can be readily achieved with our construction scheme by enhancing the OBS with additional functions, which are used only for the construction of the auxiliary basis set, as shown by the green box in Figure 1. This enhanced OBS is labeled OBS+ and yields a larger set of $\{P_\mu(r)\}$ functions. The choice of additional basis functions will be discussed in detail in Section IIIA.

D. Localized expansion

As our aim in this work is to reduce the number of expansion coefficients substantially, we restrict the expansion coefficients $C_{ij}^\mu$ to be non-zero only if the auxiliary function $\mu$ is centered at one of the two atoms at which the basis functions $i$ and $j$ are centered. This restricted expansion of the product $\varphi_i(r)\varphi_j(r)$ (centered on atoms $I$ and $J$) can be written as

$$\tilde{\rho}_{ij}(r) = \sum_{\mu \in \mathcal{P}(IJ)} C_{ij}^\mu P_\mu(r)$$

where $\mathcal{P}(IJ) := \mathcal{P}(I) \cup \mathcal{P}(J)$ denotes the set of all auxiliary functions centered at atom $I$ or atom $J$, as depicted in Figure 2.

Since the RI-V prescription has proven to be a robust scheme, we use the same minimization target for our localized variant. In practice, this means that we minimize the Coulomb self-repulsion $\langle \delta \rho_{ij}\delta \rho_{ij} \rangle$ of the residual $\delta \rho_{ij}(r)$ from the restricted expansion:

$$\delta \rho_{ij}(r) = \rho_{ij}(r) - \tilde{\rho}_{ij}(r) = \varphi_i(r)\varphi_j(r) - \sum_{\mu \in \mathcal{P}(IJ)} C_{ij}^\mu P_\mu(r)$$

with respect to variations in $C_{ij}^\mu$. The minimization condition then leads to a set of linear equations similar to the one for RI-V (Equation 5):

$$0 \equiv \frac{1}{2} \frac{\partial \langle \delta \rho_{ij}\delta \rho_{ij} \rangle}{\partial C_{ij}^\mu} = \sum_{\nu} (\mu|\nu) C_{ij}^\nu - (\mu|ij)$$

for the coefficients $C_{ij}^\nu$. Both indices $\mu$ and $\nu$ are restricted to the subset $\mathcal{P}(IJ)$. As a consequence, the system of linear equations can be decomposed into a set of...
The localized version, on the other hand, only enforces this condition for those \( \{ P_{\mu}(r) \} \) which are centered on the same atom as the basis function composing the product. Therefore, the linear terms will only vanish for these integrals for which \( \{ I, K \} = \{ J, L \} \), where the capital letters denote the atom index of the corresponding orbital basis function. For all other integrals, the error is linear in the residuals.

Some localized RI-schemes alleviate this error by using the robust Dunlap correction\(^\text{35}\). Localized schemes can be extended to yield quadratic errors in the residual by including the linear error terms from Equation 14 in Equation 13:

\[
(ij|kl) = (\tilde{\delta}_{ik}\tilde{\rho}_{jl}) + (\tilde{\rho}_{ik}\delta_{jl}) + (\delta_{ik}\tilde{\rho}_{jl}) + (\delta_{ik}\delta_{jl})
\]

In RI-V, all of these three terms are identical and therefore reduce to the previously used formula (Equation 7) for the four-center integral. This expression has a few drawbacks: To calculate the correction terms, all of the 3 index overlap integrals \( \langle \mu|\rho_{ij} \rangle \) are required. This also includes those for which \( P_{\mu}(r) \) is not centered on the same atom as \( \varphi_{i}(r) \) or \( \varphi_{j}(r) \). Since the sparsity in the three-index overlap integrals is the key to our memory and computational time savings, this correction would undo most of our achievements. Furthermore, it also has been recently demonstrated\(^\text{40}\) that this expression can lead to serious convergence problems in rare cases, because the matrix for the approximated four-center integrals is not necessarily positive semi-definite. Since negative eigenvalues correspond to attractive electron-electron interactions, the usual safeguards to ensure SCF convergence...
will lead to a high ratio of rejected steps, slowing SCF convergence down or preventing convergence at all.

Due to these drawbacks, we do not employ the Dunlap correction for our localized scheme. As we will show in Section III, the combination of a localized RI (Equation 13) with localized numeric atom-centered orbitals nevertheless reproduces the results obtained from RI-V with essentially exact accuracy while significantly decreasing the computational requirements. The key step is an appropriate enhancement of the auxiliary basis itself.

III. RESULTS

In this section we demonstrate that our RI-V implementation is a reliable benchmark for RI-LVL by comparing it to the Gaussian-type orbital (GTO) based NWChem code that does not employ the RI approximation. In this step, we use Gaussian-type functions in FHI-aims so that we can perform the comparison for exactly the same basis functions. We then evaluate the accuracy for RI-LVL for Hartree-Fock (HF) and second-order Möller-Plesset perturbation theory (MP2), as well as for the PBE0 hybrid functional and the random phase approximation (RPA).

As explained in the previous Section, we enhance the normal OBS with additional functions to improve the accuracy of the resulting \( \{P_\mu(r)\} \). Throughout this article we only add hydrogen-like functions with the minimal principal quantum number for the given angular momentum, i.e. nodeless radial functions. For these functions, we have \( V_z(r) = -z/r \) in Equation 9. In the following, \( spd(z=x) \) will denote the enhancement of the OBS, i.e. which additional functions OBS+ contains, as described in Section III B. \( spd \) indicates the added angular momentum channels \( (s, p, d, f, \text{etc.}) \) and \( z=x \) denotes the effective charge parameter of the added hydrogenic basis functions. Neither for RI-V nor RI-LVL we did impose any constraints on the maximal angular momentum \( \ell_{\text{cap}} \) of the \( \{P_\mu(r)\} \).

Individual total energy values for all structures in all benchmark sets used for each method can be found in the supporting information (SI).

A. Hartree-Fock and MP2 calculations

To demonstrate the general applicability of our approach, we first discuss Hartree-Fock and MP2 total energies for RI-V and RI-LVL in FHI-aims using Gaussian basis sets and compare them to the results obtained with NWChem. We then show that the same degree of accuracy can be obtained using the NAO basis functions of FHI-aims.

Figure 3: Total errors in the total energy computed with FHI-aims using RI-V and RI-LVL, compared to NWChem. The upper panel shows the errors of Hartree-Fock calculations and the lower one for the MP2-correction in the S22-testset using the cc-pVTZ Gaussian basis set. “RI-LVL+aux” uses an additional g-function for constructing the auxiliary basis. See SI for details.

1. Gaussian Type Orbitals

To establish a valid reference for our comparison between RI-V and RI-LVL, we first calculate total energies for the molecular geometries compiled in the S22 test set of Jurečka and coworkers with the Gaussian basis set cc-pVTZ. This test set contains 22 weakly bonded dimers with 6 to 30 atoms per dimer, ranging from the water dimer to adenine-thymine complexes. This test set allows us to test total energies of molecular systems as well as weak binding energies, which usually require RPA or MP2 for an accurate description. Figure 3 shows the total energy errors for all molecular dimers and Table I shows the root mean square deviation (RMSD) and maximum absolute value (MAX) for the error per atom (not counting hydrogens) and the systemwide er-
The straightforward localized resolution of identity on the other hands yields significantly higher errors of up to 29.5 meV/atom (up to 440 meV total error) for MP2 calculations and also gives less accurate results for Hartree-Fock, although the discrepancies are less dramatic. However, the plot also shows an additional set of curves, labeled “RI-LVL+aux”, which corresponds to RI-LVL with an enhanced auxiliary basis (using a single hydrogenic g function with \( z = 6 \)). This data set shows that RI-LVL yields an accuracy similar to RI-V provided a suitable chosen OBS+ and thus auxiliary basis set \( \{P_\mu(r)\} \) is chosen. We will discuss the choice of OBS+ in detail below.

In addition to the S22 test set we also investigated the performance of our new method in the larger G3-test set\(^6\). This test set contains 223 molecules composed of first and second row elements. As in the S22-case we used NWChem as a reference for our RI-implementations. The results for HF and MP2 total energies are shown in Figure 4. We have not included the 28 dimer systems in the statistical analysis, because RI-V and RI-LVL are the same procedures for dimer systems.

Overall, RI-V achieves a very good accuracy with an RMSD of the total energy of about 1 meV. As was already the case in the S22-test set, RI-LVL itself performs worse and yields errors with tens or even hundreds of meV magnitude. However, enhancing the auxiliary basis with the same functions we used in the S22 test set, we can again recover the same accuracy as RI-V. A few test cases still exhibit total energy errors up to 5.5 meV. For all these cases the RI-LVL results lie exactly on top of the RI-V results, which is a strong indication that these errors are not specific to RI-LVL. It should also be noted that almost all the outliers contain chlorine atoms.

### 2. Numeric atom-centered orbitals

For the remainder of the article, we will return to the NAOs basis sets and focus on improving the accuracy of
RI-LVL. For HF calculations we use the standard tier 2 basis sets\textsuperscript{16} with tight settings. For MP2 calculations, on the other hand, we use the recently developed valence correlation consistent NAO basis sets.\textsuperscript{61}

As seen in Figure 3, our standard procedure to construct the \{\(P_\mu(r)\)\} yields sufficiently accurate total energies at the Hartree-Fock level. However, it is does not suffice to converge MP2 total energies with our localized RI. A straightforward way to deal with this error is to increase the size of the auxiliary basis. This is achieved by using OBS+ instead of OBS for the construction of the auxiliary basis set, as discussed in Section II C.

We first show that our reference is well converged with respect to the auxiliary basis by enhancing the original OBS with functions of increasing angular momentum (see upper panel in Figure 5). Then we apply the same systematic approach to RI-LVL and finally we demonstrate that an OBS+ with only a single extra \(g\) function (see lower panel in Figure 5) is sufficient.

Table II shows the impact of this enhanced \{\(P_\mu(r)\)\} on the HF total energies calculated with RI-LVL. Even if the auxiliary basis set is significantly enlarged with extended functions having high angular momenta, the change in total energy is below 0.16 meV per atom (max 0.37 meV). Figure 6 shows that the error of RI-LVL systematically converges with increasing auxiliary basis set size. By including additional radial functions with angular momentum \(s, p, d, f\) and \(g\) in the auxiliary basis construction the root mean square deviation of the total energy per atom can be reduced from 1.9 meV to 0.13 meV. Therefore, the error introduced in a Hartree-Fock calculation by using the local RI approximation can be controlled systematically by adding higher angular momenta to the \{\(P_\mu(r)\)\} and decreases to a negligible value.

In Figure 6 it can be seen that the addition of \(f\) and \(g\) functions has the largest impact. It turns out that a single \(g\) function is already sufficient. As shown in Table III, the accuracy of the hierarchical approach can even be surpassed if we alter the effective charge that defines the added \(g\) function, but the general quality of the result is unaffected by the choice of the effective charge. The reason why the results do not depend strongly on the

<table>
<thead>
<tr>
<th>(HF) RI-V</th>
<th>(\Delta E_{\text{tot}}) (meV)</th>
<th>(HF) RI-LVL</th>
<th>(\Delta E_{\text{tot}}) (meV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>aux basis</td>
<td>RMSD</td>
<td>MAX</td>
<td>systemwide</td>
</tr>
<tr>
<td>additions</td>
<td>per atom</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(s(z=1))</td>
<td>0.005</td>
<td>0.016</td>
<td>0.040</td>
</tr>
<tr>
<td>(sp(z=1))</td>
<td>0.009</td>
<td>0.024</td>
<td>0.090</td>
</tr>
<tr>
<td>(spd(z=1))</td>
<td>0.011</td>
<td>0.020</td>
<td>0.119</td>
</tr>
<tr>
<td>(spd(z=1))</td>
<td>0.023</td>
<td>0.064</td>
<td>0.341</td>
</tr>
<tr>
<td>(spdf(z=1))</td>
<td>0.154</td>
<td>0.367</td>
<td>2.320</td>
</tr>
<tr>
<td>(spdfg(z=1))</td>
<td>0.011</td>
<td>0.020</td>
<td>0.119</td>
</tr>
<tr>
<td>(spdf(z=1))</td>
<td>0.011</td>
<td>0.020</td>
<td>0.119</td>
</tr>
<tr>
<td>(spdfg(z=1))</td>
<td>0.011</td>
<td>0.020</td>
<td>0.119</td>
</tr>
<tr>
<td>(spdfg(z=1))</td>
<td>0.011</td>
<td>0.020</td>
<td>0.119</td>
</tr>
<tr>
<td>(spdfg(z=1))</td>
<td>0.011</td>
<td>0.020</td>
<td>0.119</td>
</tr>
</tbody>
</table>

Table II: RMSD and maximum absolute errors for Hartree-Fock calculations in the S22 test set using the RI-V method with tier 2 basis sets. The functions listed under “aux basis additions” are added to those from the bare basis set when the product basis is constructed.

Table III: RMSD and maximum absolute errors for Hartree-Fock calculations in the S22 test set using the RI-LVL method with tier 2 basis sets. The functions listed under “aux basis additions” are added to those from the bare basis set when the product basis is constructed.

Table IV: RMSD and maximum absolute errors for MP2@HF in the S22 test set using the RI-V method with the NAO-VCC-3Z basis set. The functions listed under “aux basis additions” are added to those from the bare basis set when the product basis is constructed.
shape (see lower panel of Figure 5) of the added function is the basis-confining potential (see Equation 9). As can be seen in Figure 5, the onset and peak position of the radial function depends on the effective charge, but their behavior in the outer regions is similar. Without the confinement potential, the radial functions would extend further and the results would probably have a significant dependence on the effective charge.

We also investigated the use of RI-LVL in MP2 calculations. For these calculations we use the recently developed compact NAO based valence correlation consistent basis sets\textsuperscript{61} that facilitate an extrapolation to the complete basis set limit.

As can be seen from Table IV, RI-V with the 3Z-version of these basis sets is essentially insensitive to an enlarged auxiliary basis set, yielding at most a change of 0.1 meV per atom compared to the pure basis set. In the following analysis, RI-V with the NAO-VCC-3Z basis set with the standard auxiliary basis set will therefore be used as the reference to benchmark the MP2 results.

Figure 7 shows the accuracy for MP2 using the same representation as Figure 6 did for HF. In essence, we find the same results as for Hartree-Fock: If functions up to angular momentum channel f are included in OBS+, the error can be reduced to 0.43 meV per atom (6.52 meV for the system) at most, while an additional g function reduces the error even further to at most 0.11 meV per atom (1.15 meV for the system). As for Hartree-Fock and the RI-V, the results are obtained at less than 0.1 meV per atom compared to the pure basis set. In contrast to HF, we find that no OBS+ is needed to obtain accurate results with PBE0.

Table VI shows the relevant errors for the hierarchical enhancement of the auxiliary basis. As for Hartree-Fock, we can significantly reduce the RMSD and maximal value of the total energy error per atom, in this case by more than one order of magnitude from 0.19 meV to

### Table V: RMSD and maximum absolute errors for MP2@HF in the S22 test set using the RI-LVL method with the NAO-VCC-3Z basis set. The functions listed under “aux basis additions” are added to those of the bare basis set when the product basis is constructed.

<table>
<thead>
<tr>
<th>aux basis additions</th>
<th>∆E\textsubscript{tot} (meV) per atom</th>
<th>∆E\textsubscript{tot} (meV) systemwide</th>
</tr>
</thead>
<tbody>
<tr>
<td>none</td>
<td>13.919</td>
<td>32.970</td>
</tr>
<tr>
<td>spdf(z=1)</td>
<td>0.047</td>
<td>0.104</td>
</tr>
<tr>
<td>g(z=1)</td>
<td>0.063</td>
<td>0.111</td>
</tr>
<tr>
<td>g(z=2)</td>
<td>0.064</td>
<td>0.114</td>
</tr>
<tr>
<td>g(z=3)</td>
<td>0.059</td>
<td>0.104</td>
</tr>
<tr>
<td>g(z=4)</td>
<td>0.054</td>
<td>0.097</td>
</tr>
<tr>
<td>g(z=5)</td>
<td>0.036</td>
<td>0.070</td>
</tr>
<tr>
<td>g(z=6)</td>
<td>0.028</td>
<td>0.074</td>
</tr>
<tr>
<td>g(z=7)</td>
<td>0.046</td>
<td>0.082</td>
</tr>
</tbody>
</table>

### Table VI: RMSD and maximum absolute errors for PBE0 in the S22 test set using the RI-LVL method with the tier 2 basis set. The functions listed under “aux basis additions” are added to those of the bare basis set when the product basis is constructed.

<table>
<thead>
<tr>
<th>aux basis additions</th>
<th>∆E\textsubscript{tot} (meV) per atom</th>
<th>∆E\textsubscript{tot} (meV) systemwide</th>
</tr>
</thead>
<tbody>
<tr>
<td>none</td>
<td>0.068</td>
<td>0.185</td>
</tr>
<tr>
<td>s(z=1)</td>
<td>0.070</td>
<td>0.188</td>
</tr>
<tr>
<td>sp(z=1)</td>
<td>0.060</td>
<td>0.159</td>
</tr>
<tr>
<td>spd(z=1)</td>
<td>0.039</td>
<td>0.091</td>
</tr>
<tr>
<td>spd(z=1)</td>
<td>0.012</td>
<td>0.028</td>
</tr>
<tr>
<td>spd(z=1)</td>
<td>0.007</td>
<td>0.017</td>
</tr>
</tbody>
</table>

To demonstrate RI-LVL’s broad range of applicability, we also performed calculations with the PBE0 exchange-correlation functional\textsuperscript{8} and the RPA.\textsuperscript{12–14} For PBE0 we use tier 2 basis sets. To converge the RPA total energy, larger NAO basis sets are required.\textsuperscript{62} As in the cases of HF or MP2, for PBE0 the RI-V shows no significant dependence on the added auxiliary basis functions (data not shown). When the product basis is enhanced with additional auxiliary functions, the RI-LVL results can be controlled and converged in a systematic way. In contrast to HF, we find that no OBS+ is needed to obtain accurate results with PBE0.
be seen, the values are significantly larger than for the largest analyzed hierarchical auxiliary basis set, but still small on an absolute scale. The error per atom is in all cases below 0.5 meV and the RMSD for the total error is approximately 0.8 meV.

C. Atomization energies and reaction barrier heights

In addition to total energies we also computed the atomization energies in the G2-1 test set\(^6,67\) and reaction barrier heights in the BH76 test set\(^6,68\) with RI-LVL. The G2-1 testset is based on experimental reference data and the BH76 reference values are obtained from complete basis set extrapolations of coupled cluster calculations including singles, doubles and perturbative triples. The employed geometries are taken from the original papers. For the G2-1 test set we have only included those molecules in the error analysis which have at least three atoms, because RI-V and RI-LVL are identical in the dimer-case. In the RI-LVL calculations we use an auxiliary basis set constructed from an OBS+ with a \(g\) function with \(z = 6\). All RI-V calculations are performed with the standard OBS and \(\{P_\mu(r)\}\). All calculations use the NAO-VCC-3Z OBS. As shown in Table VIII, RI-LVL performs equally well for binding energies as for total energies.

D. RI-LVL for heavy elements

In addition to the properties of light elements from the first and second row of the periodic table, we also investigated the performance of RI-LVL for a few representative heavier elements, namely copper, gold and titanium dioxide. The cluster geometries we used are displayed in Figure 9.

Figure 10 shows the RMSD and maximum absolute error for the root mean square deviation and maximal absolute error for the G2-1 test set (restricted to non-dimers) and the reaction barrier height test set BH76. Computational details are given in the text. See SI for more details.
auxiliary basis set for an accurate treatment with RI-LVL. Therefore we added an enhanced auxiliary basis set with an additional $g$-function ($z = 1$) for oxygen in titanium dioxide. For the explicit three-center integrals $(ij|\mu)$ of RI-V, dense multicenter integration grids are needed for heavy elements. We note that the $(ij|\mu)$ integrals are two-center in RI-LVL and can be carried out using Talman’s method, therefore significantly lighter integration grids are sufficient for our RI-LVL implementation than for RI-V. With very tight integration settings (see Appendix A for the details) particularly for RI-V, our RI-LVL results match the total energies of RI-V for our chosen systems with an RMSD below 1.3 meV per atom even for gold clusters. In contrast to lighter elements, our results suggest that the auxiliary basis is well saturated and has enough flexibility to compute the four-center integrals accurately without adding further elements to the OBS.

Table IX: Influence of the enhanced auxiliary basis set on the accuracy of RPA@PBE0-calculations using the RI-V and RI-LVL strategies. More details about the employed computational settings can be found in the text. For the titanium dioxide testcases we used a OBS+ with an additional $g$-function on oxygen. Only the OBS+ on the titanium atoms was changed.

<table>
<thead>
<tr>
<th>System</th>
<th>RI-V RMSD per atom (meV)</th>
<th>RI-LVL RMSD per atom (meV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>gold</td>
<td>0.438</td>
<td>0.187</td>
</tr>
<tr>
<td>OBS: tier 3</td>
<td>RI-LVL</td>
<td>0.438</td>
</tr>
<tr>
<td>copper</td>
<td>0.193</td>
<td>0.193</td>
</tr>
<tr>
<td>OBS: tier 4</td>
<td>RI-LVL</td>
<td>0.193</td>
</tr>
<tr>
<td>Titanium dioxide</td>
<td>RI-V</td>
<td>0.043</td>
</tr>
<tr>
<td>OBS: tier 3</td>
<td>RI-LVL</td>
<td>0.043</td>
</tr>
<tr>
<td>Gold</td>
<td>RI-LVL</td>
<td>0.022</td>
</tr>
</tbody>
</table>

Figure 10: Total energy error of the RI-LVL RPA@PBE0 calculations for TiO$_2$ (2-8 units), Cu (2-6,9 and 12 atoms) and Au clusters (2-7 atoms). The reference point is the RI-V calculation with the standard tier3/4 basis sets. In the TiO$_2$ case the oxygen atoms had an OBS+ with a $g$-function for the RI-LVL calculation. See SI for details.

Figure 9: The clusters we used to benchmark the performance of RI-LVL for heavy elements. The geometries of all clusters can be found in the supporting information. The gold and titanium-dioxide clusters are the results from Basin Hopping and Genetic Algorithm-based structure optimizations. The copper clusters are cut-out from bulk geometries.

Enhancing the RI-LVL calculations with additional auxiliary basis functions on the heavy elements changes the results only slightly. The RI-V calculations on the other hand show a larger, but overall still insignificant susceptibility to the additional functions in the $\{P_\mu(r)\}$. For example the RMSD changes by 0.44 meV for gold when computed with RI-V, while RI-LVL only exhibits a change of 0.19 meV.
From the presented RMSD and maximum errors (Figure 10) we can see that RI-LVL is very accurate for heavy elements and can reproduce the RI-V results with no significant error. The deviation for the error per atom is consistently below 1.5 meV and even the total error is a few meV at most for large basis sets. We have additionally verified that these conclusions also hold for smaller FHI-aims tier1 basis sets as the OBS for Ti, Cu, and Au, with maximum overall errors for RPA of 3 meV (Au7) and errors for the PBE0 hybrid functional consistently below 1 meV. The good performance for all three elements shows that the RI-LVL has no problems dealing with d- and f-electrons.

### IV. COMPUTATIONAL SCALING ANALYSIS

In addition to the accuracy of the localized resolution of identity, we also investigated the scaling with system size, i.e. the number of atoms, both in terms of memory consumption and the required computational time. To obtain a superior scaling with our localized variant, specialized routines are required that operate on the resulting sparse tensors instead of on the full 3-function overlap tensor. At present, such routines exist for the evaluation of the Fock matrix within FHI-aims. This implementation is discussed in detail in a separate publication.\(^{34}\) In particular this implementation employs integral screening as used in standard quantum chemistry linear scaling exchange algorithms based on density matrix screening.\(^{55,69}\)

Figure 11 shows the scaling of the RI-LVL (using sparsity and screening) in comparison to RI-V for the
Hartree-Fock level of theory for extended polyalanine chains. One of them, namely Alanine-8 (Ala8) is depicted in Subfigure 11(b). All calculations were performed using the tier 2 basis sets and tight integrations settings (see table 1 in Ref. 70 for details). The auxiliary basis in RI-LVL was enhanced with one extra g-function ($z = 6$).

Subfigure 11(a) shows the total time required for the self-consistent HF calculation, as well as the portion that is spent on the Fock matrix evaluations. In small systems, the screened RI-LVL runs slower compared to simple BLAS3 dense matrix multiplications used in RI-V. The break-even point occurs at about 70 atoms. For RI-LVL, in contrast to RI-V, the Fock matrix evaluation is the single dominant contribution to the total time, regardless of the system size. This shows that the localized scheme significantly speeds up the construction of the auxiliary basis.

Subfigure 11(c) shows how the memory consumption for RI-V and RI-LVL scales with system size. While RI-LVL has a large constant offset, it scales linearly and breaks even at only 50 atoms. The favorable memory scaling is due to the fact that we no longer need to store the complete three-center integrals ($ij\mu$). Each core $p$ has a peak memory requirement $M_p$. For both methods an increase in the spread between minimal ($\min_p(M_p)$) and maximal ($\max_p(M_p)$) memory consumption per core can be observed with increasing system size. This is a consequence of a load-balancing algorithm. Subfigure 11(d) shows the difference in the total energy per atom between RI-V and RI-LVL. The error per atom is insignificant and does not increase with system size, but instead levels out at a very low value.

Finally, we extrapolated the scaling of the computational time for the algorithm with system size by analyzing the scaling of its dominant step, namely the evaluation of the exchange matrix. In Figure 12 we present the scaling of the time necessary for the exchange matrix evaluation as a function of the system size approximated by the second SCF-iteration. Shown are the results for RI-V using the standard auxiliary basis and 180 cores (to accommodate the memory needs of the largest system tested) and for RI-LVL with the enhanced auxiliary basis on 24 cores. Our localized resolution of identity exhibits a superior scaling (linear vs. cubic) and despite using significantly fewer cores, the break-even point occurs at around 110 atoms.

**V. CONCLUSION AND OUTLOOK**

In this work, we present a way to improve the scaling of the resolution of identity technique with the number of atoms by restricting the expansion to a subset of the auxiliary basis functions. “RI-LVL” only includes auxiliary basis functions which are located at one of the two atoms where the basis functions forming the product are centered. Importantly, the Coulomb metric of RI-V is retained.

We show for Hartree-Fock, DFT-PBE0, MP2, and RPA that the error of RI-LVL can be controlled in a systematic way by enhancing the set of orbital basis functions, upon which the auxiliary basis for RI is based, with specific, structure- and method-independent additional radial functions before the auxiliary basis set $\{P_{\mu}(r)\}$ itself is built. For light elements, by using functions up to angular momentum channel $g$ we were able to reduce the root mean square deviation of the total energy (compared to an RI-V calculation with the pure basis set) below 1 meV for the S22-testset. Even for sub-meV total energy accuracy, we found that a single $g$ function in the OBS+ is sufficient. For heavy elements, no enhancement of the orbital basis set for the purpose of constructing the RI auxiliary basis set is needed. We also showed that RI-LVL has a similar performance for reaction barrier heights and atomization energies in molecular systems. The RI-LVL method also requires less dense integration grids for the same accuracy as RI-V for heavy elements with very large basis sets.

The RI-LVL method together with these auxiliary basis sets paves the way towards low-memory, linear-scaling implementations of Hartree-Fock exchange, MP2, RPA and even higher-level methods.
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Appendix A: Integration Parameters for heavy element tests

FHI-aims uses an atom-centered grid for computing most integrals. The grid is composed of radial “shells” (see also equation 18 in Ref. 16 and the appendix in Ref 61) and each shell is populated with a given number of angular integration points that form a Lebedev grid. The key controlling parameters for the accuracy of the integration routines are the number of radial shells and the number of angular grid points as a function of the distance to the center. For our investigation of heavy elements, we use dense integration grids, because our reference point, the RI-V, is sensitive to the quality of the grid. The details are listed in Table X. For the sake of consistency we decided to use the same integration settings also in RI-LVL. In a production calculation the settings can be reduced significantly, because RI-LVL does not use the atom-centered grid for the four-center integral evaluation and the normal DFT part has much lower demands on the grid settings.

<table>
<thead>
<tr>
<th>quantity</th>
<th>Au</th>
<th>Cu</th>
<th>Ti</th>
<th>O</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_r$</td>
<td>443</td>
<td>323</td>
<td>293</td>
<td>221</td>
</tr>
<tr>
<td>$N_{r}^{\text{base}}$</td>
<td>73</td>
<td>53</td>
<td>48</td>
<td>36</td>
</tr>
<tr>
<td>$r_{\text{mult}}$</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>$r_{\text{outer}}$</td>
<td>7 Å</td>
<td>7 Å</td>
<td>7 Å</td>
<td>7 Å</td>
</tr>
<tr>
<td>min($N_{\text{ang}}$)</td>
<td>110</td>
<td>110</td>
<td>110</td>
<td>110</td>
</tr>
<tr>
<td>max($N_{\text{ang}}$)</td>
<td>974</td>
<td>974</td>
<td>974</td>
<td>974</td>
</tr>
</tbody>
</table>

Table X: Highly converged integration settings for the different atoms. $N_r$ denotes the final number of radial shells. $N_{r}^{\text{base}}$ is the initial number of shells before the enhancement factor $r_{\text{mult}}$, also known as the radial multiplier, is applied and $r_{\text{outer}}$ is the outermost radius of the base integration grid. (see appendix of Ref 61 for details) $N_{\text{ang}}$ is the number of grid points on a integration shell.
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