Tuning Intermolecular Interactions with Nanostructured Environments
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ABSTRACT: It is known that interactions between molecules may change in the presence of nanostructures. However, the exact mechanisms that dictate the tuning of intermolecular interactions remain largely unexplored in computational studies. Here, we employ density-functional calculations with the recently developed many-body dispersion (MBD) method to investigate intermolecular three-body interaction energies (where bodies can be molecules or nanostructures) in a set of nanocomposites. We analyze three representative complexes that display distinct behavior in their interaction profiles, and unravel the physical reasons behind the observed differences. We demonstrate that many-body van der Waals (vdW) interactions can be repulsive, attractive, or neutral with respect to a pairwise treatment of vdW dispersion interactions. Our results indicate that vdW interactions in a given complex can be tuned by suitably choosing its environment. Such tuning may lead to either stabilization or destabilization of the complex, establishing many-body interactions as a useful mechanism for designing novel nanomaterials with desired properties.

INTRODUCTION

The theory of noncovalent interactions and especially of van der Waals (vdW) dispersion interactions1,2 provides the necessary tools for description of novel nanotechnological processes such as self-assembly, molecular recognition, or template-directed synthesis.3 Dimensionality, mutual orientation, and alignment of nanometer-sized structural motifs have come to play a central role in the understanding of physical and chemical mechanisms that determine properties of nanostructured materials.4 The ease of designing and crafting new structural patterns opened the possibility of tuning molecular processes by choosing an appropriate nanostructured environment. But such engineering requires an understanding of how intermolecular interactions are influenced by the presence of other bodies in the environment—a topic that is understood far less than the interactions of isolated complexes in the gas phase.

Low-dimensional carbon-based structures—graphene sheets, carbon nanotubes (CNTs), and fullerenes—belong to the most studied classes of nanostructured materials. In particular, their composites with smaller organic molecules attract attention due to their unique mechanical, chemical, and electronic properties.5–17 For instance, the electronic structure of graphene, already extraordinary in an isolated sheet, can be further tuned by the presence of an adsorbed molecule.18,19 Protein molecules can be trapped inside biosensors based on CNTs by utilizing the strong interactions in π−π stacked systems.20–22 Despite numerous studies, however, solid theoretical understanding of the role of vdW interactions in nanocomposite materials is still missing, in part due to their challenging many-body nature, which is especially manifesting in low-dimensional systems.23–25

The majority of state-of-the-art methods for predicting material properties are based on density functional theory (DFT). The indisputable importance of vdW interactions in modern materials science combined with the notorious lack of them in popular density functionals led to development of many approaches that incorporate dispersion into DFT.26–31 Among them, perhaps the most popular class of methods is based on a sum over atom pairs of the asymptotic $C_6/R^6$ term damped at short distances.32–36 But despite many successful predictions, these methods can fail qualitatively and quantitatively.24,37–40 Most of these failures arise from neglecting the collective nature of the electrodynamic response in the pairwise approximation. But in fact, the electrodynamic response can play an important role in a wide range of nanomaterials because it scales nontrivially with system size and depends heavily on their dimensionality.41–44

A straightforward improvement over the pairwise methods is to extend the sum over atom pairs to a sum over atom pairs and triples—the latter is the so-called Axilrod–Teller–Muto (ATM) term $C_9/R^9$—which has been recently incorporated into several approximate vdW methods.35,46 The contribution...
of the ATM term to the binding energy can range from single-digit percents, which is typical, to 10–20% for systems such as the adenine—thymine complex, to 50% in exceptional cases such as the graphene bilayer.\textsuperscript{47} The ATM correction somewhat extends the applicability of pairwise methods, but eventually fails for many systems as well, because the still higher-order correlation energy terms—the result of the full electrodynamic screening—are missing. In contrast, the recently developed many-body dispersion (MBD) method\textsuperscript{48,49} considers all orders of the correlation energy by mapping the atomic electrodynamic response to quantum harmonic oscillators and then solving the corresponding Hamiltonian in an exact numerical way. As a result, MBD can accurately describe complex systems bound by vdW interactions. For instance, it reproduces nontrivial modifications of the power laws of vdW interaction energy in low-dimensional nanostructures,\textsuperscript{50} or nontrivial scaling of the electrodynamic response of carbon-based nanomaterials.\textsuperscript{41} Both of these effects are completely absent in pairwise as well as ATM-corrected methods.

In this work, we apply the infinite-order MBD method, pairwise Tkatchenko and Scheffler\textsuperscript{22} (TS) method, and the density functional of Perdew, Burke, and Ernzerhof (PBE),\textsuperscript{51} which does not describe dispersion, to answer the question of how the interaction between two molecules or nanostructures changes in the presence of a third one. We select a representative set of systems that display three different interaction energy profiles, and pay particular attention to identify the physical reasons (ingredients of the methods) that are responsible for the observed differences. Our results highlight the possibility of designing nanomaterials that, as hosts, could tune interactions of guest molecular systems.

\section{METHODS}

The total energy of an arbitrary 3-body system (in this work, bodies refer to molecules or nanostructures), $E_{A+B+C}$, can be represented as

$$E_{A+B+C} = \sum_{\alpha} E_{\alpha} + \sum_{\alpha,\beta} E_{\alpha\beta}^{(2)} + E_{\alpha\beta\gamma}^{(3)}$$  \hspace{1cm} (1)

where $E_{\alpha}$ ($\alpha \in \{A, B, C\}$) are total energies of the isolated subsystems, $E_{\alpha\beta} = E_{\alpha\beta} - E_{\alpha} - E_{\beta}$ are the 2-body interaction energies, and $E_{\alpha\beta\gamma}^{(3)}$ is the 3-body interaction energy term. \textsuperscript{E(3)} will be the main focus of this study, since it determines the part of the interaction energy which depends nontrivially upon the states of all three components of a 3-body complex. Thus, \textsuperscript{E(3)} can be considered to be a modification of the interaction between two bodies in a presence of the third body.

To reveal the role of many-body effects in 3-body interactions, we calculate \textsuperscript{E(3)} on three different levels of theory by employing the density functional of Perdew, Burke, and Ernzerhof (PBE),\textsuperscript{51} and in addition account for vdW interactions with the TS or MBD methods. PBE is capable of describing most electronic effects present in the systems considered here, except for the perhaps most relevant one—long-range vdW correlation. TS is an interatomic pairwise method that accounts for changes in atomic polarizabilities and $C_6$ coefficients due to covalent bonding via changes in the electron density. In particular, TS obtains the polarizability of the $i$-th atom, $\alpha_i$, by scaling the reference free-atom polarizability $\alpha_i^{\text{free}}$ with a ratio of effective volumes of an atom in a molecule, $V_\rho$, and of a free atom, $V_i^{\text{free}}$.

$$\frac{\alpha_i}{\alpha_i^{\text{free}}} = \frac{V_\rho}{V_i^{\text{free}}} = \frac{\int w_i(r)n_i(r)r^3\,dr}{\int n_i^{\text{free}}(r)r^3\,dr} \hspace{1cm} (2)$$

where $n$ is the total electron density, $n_i^{\text{free}}$ is the electron density of a free atom, and $w_i$ is the Hirshfeld weight defined as

$$w_i = \frac{n_i^{\text{free}}(r)}{\sum_j n_j^{\text{free}}(r)} \hspace{1cm} (3)$$

The atomic polarizabilities obtained in this way ($C_6$ coefficients are treated similarly) are then used in the standard pairwise sum to obtain the long-range correlation energy (see ref \textsuperscript{32} for details).

MBD also uses fragmentation of a system to atoms, but the subsequent treatment of the atomic response functions goes beyond the pairwise approximation and accounts for higher-order electron correlation terms up to infinite order in dipole coupling. Specifically, MBD starts with TS atomic dipole polarizabilities, but further screens them using a self-consistent dipole equation,

$$\alpha_{\text{MBD}} = \alpha^{\text{TS}} - \alpha^{\text{TS}}T_u\alpha^{\text{MBD}}$$  \hspace{1cm} (4)

where $T_u$ is a short-range part of the dipole potential. Solving the Hamiltonian for quantum harmonic oscillators parametrized with these screened polarizabilities then provides the MBD long-range correlation energy,

$$E_{\text{MBD}}^{\text{C}} = -\frac{1}{2\pi} \int_0^{\infty} \sum_{n=2}^{\infty} \sum_{m=2}^{\infty} \frac{1}{n} \Tr[(\alpha_{\text{MBD}}T_u)^n]$$  \hspace{1cm} (5)

where $T_u$ is the long-range part of the dipole potential (see refs \textsuperscript{48,49} for details).

All calculations were performed with the FHI-aims all-electron code\textsuperscript{52} using the standard “tight” basis set and grid settings.

\section{RESULTS}

We employ three methods in this work, of which PBE+MBD is the most general, while PBE+TS and bare PBE can be considered approximations to it. Comparison between the three enables us to understand the influence of many-body effects on intermolecular interactions. To verify the performance of the methods for the class of carbon-based nanocomposites, we calculated the binding energy of a benzene molecule and a single graphene sheet. The obtained values of \textsuperscript{E(3)} with PBE, PBE+TS, and PBE+MBD at equilibrium distances are $-0.7$ kcal/mol (4.1 Å), $-13.1$ kcal/mol (3.4 Å), and $-9.0$ kcal/mol (3.4 Å), respectively. The experimental adsorption enthalpy for this system is $-12 \pm 2$ kcal/mol,\textsuperscript{5} placing the PBE+TS prediction well within and PBE+MBD slightly below the experimental uncertainty. Employing a more accurate hybrid functional instead of PBE would make binding stronger, bringing MBD results closer to experiment.\textsuperscript{53} Furthermore, experimental measurements are carried out at finite temperature, while the calculations are done at 0 K. Taking this difference into account, both PBE+TS and PBE+MBD yield results in fair agreement with experiment. Nevertheless, already this application, in particular the difference between TS and MBD, shows that higher-order correlation terms (present in MBD, neglected in TS) can result in a significant contribution to the binding energy of molecules to nanostructures. In contrast, the employment of the bare PBE
functional leads to severe underestimation of the binding energy and incorrect adsorption height. This demonstrates the importance of long-range electron correlations for an accurate description of carbon-based nanocomposites.

Advancing from two- to three-body systems, we studied three representative cases (see Figure 1a): (i) two pyrene molecules (PY) and a single sheet of graphene (GR) between them, labeled PY−GR−PY, (ii) two carbon zigzag (7,0) nanotubes separated by a fullerene C_{60} molecule, labeled CNT−C_{60}−CNT, and (iii) two pyrene molecules and a phosphorene layer (P) between them, labeled as PY−P−PY. The systems are modeled using periodic boundary conditions (PBC) with unit cell dimensions reported in Table 1, and we verified that interactions between ghost periodic images of the molecules and layers are negligible.

The binding energies at equilibrium geometry of the respective two-body subsystems are 21.9, 10.3, and 18.6 kcal/mol (950, 450, and 810 meV) for graphene−pyrene, CNT−

Figure 1. Three-body interaction energies and polarizabilities of three nanocomposites. (a) 3D illustrations of the structures. From left to right: PY−GR−PY, CNT−C_{60}−CNT, and PY−P−PY. (b) Three-body interaction energies along dissociation paths. In all cases, the outer bodies are moved away from the middle body in a symmetric fashion. The reported distances on the bottom and upper x-axis are minimum distances between convex envelopes of the objects (surface-to-surface). Thus, the distance between the outer bodies is double the distance to the middle body plus its width, which is 0, 7.0, and 2.1 Å for graphene, C_{60}, and phosphorene, respectively. (c) Change in the TS (top) and MBD (bottom) projected polarizabilities of the middle body due to interaction with one (violet) and two (yellow) outer bodies.
Table 1. Details of Calculations

<table>
<thead>
<tr>
<th>complex</th>
<th>lattice</th>
<th>parameters [Å]</th>
<th>k-point grid</th>
</tr>
</thead>
<tbody>
<tr>
<td>PY−GR−PY</td>
<td>hexagonal</td>
<td>a = 24.56, c = 1000</td>
<td>4 × 4 × 4</td>
</tr>
<tr>
<td>CNT−C60−CNT</td>
<td>tetragonal</td>
<td>a = 400, c = 17.05</td>
<td>1 × 1 × 10</td>
</tr>
<tr>
<td>PY−P−PY</td>
<td>orthorhombic</td>
<td>a = 26.51, b = 33.01, c = 1000</td>
<td>4 × 4 × 4</td>
</tr>
</tbody>
</table>

C_{60} and phosphorene—pyrene, respectively. The 3-body interaction energies of the full 3-body systems that we report and analyze below are approximately by 1 order of magnitude smaller than these 2-body binding energies, and so could be perceived as small contributions. Nevertheless, we argue that the 3-body energies are of primary importance. The first reason is that nanostructured composites are often condensed in bulk phases, in which the importance of many-body effects increases dramatically. The 2-body binding energies are expected to govern the basic structural motifs, but often cannot distinguish between different types of crystal packings (polymorphs) or higher-order structures in general. Perhaps the simplest example of this phenomenon is the structure of noble gas crystals, where simple pair potentials barely distinguish between the hcp and fcc packings, and erroneously predict the fcc structure to be the most stable one, whereas experiment unambiguously determines the hcp crystal structure as the global minimum at low temperature. The correct prediction for noble gas crystals is obtained only upon inclusion of the three-atom (and higher-order) vdW potentials. The second reason is that the sheer size of the nanoscale objects results in the 3-body interaction energies being comparable to or larger than the energy of thermal fluctuations, which makes our conclusions reached by studying the 3-body energies relevant to a broad set of potential applications.

Figure 1b shows three distinct patterns in the 3-body interaction energy profiles—that is, relative relationships between the three methods. As expected, in all three systems and with all three methods, the 3-body energy increases exponentially to positive values at short distances due to Pauli repulsion of the third body, which influences the electronic structure of the other two interacting bodies. But all three systems behave differently at intermediate distances. In PY−GR−PY, E^{(3)} becomes significantly larger when going from the PBE level of theory to the PBE+TS description, but PBE+MBD brings it back to the PBE levels. In other words, the presence of the graphene sheet increases the attraction between two pyrene molecules significantly more when described by the PBE+TS method compared to the PBE and PBE+MBD methods. In CNT−C_{60}−CNT, the 3-body interaction energy is relatively small in the PBE and PBE+TS descriptions, but it is enhanced when going to the MBD method. Finally, in PY−P−PY, all three methods provide comparable predictions of E^{(3)}. The different behavior of the methods in the three systems can be understood by analyzing the various effects that are gradually accounted for as one goes from the PBE to PBE+TS to PBE+MBD levels of theory.

The binding in the three systems considered here comes mostly from vdW correlation. As such, the bare PBE functional serves as a baseline that correctly describes the Pauli repulsion, electrostatic and induction interactions, as well as the short-range part of the correlation. The TS method accounts for the long-range correlation in a pairwise manner, while deriving the atomic polarizabilities and C_{6} coefficients from the electron density. Because the pairwise sum over atoms on its own results in a zero 3-body energy by definition, the contribution to E^{(3)} from TS comes entirely from the short-range many-body effects in the electron density caused by the presence of the third body, that subsequently manifest in small changes in the polarizabilities and C_{6} coefficients. The MBD model is based on the atomic parametrization of the TS method, but the subsequent treatment via the quantum-mechanical dipole-coupled Hamiltonian leads to two additional effects that contribute to the 3-body energy. First, the screening of atomic polarizabilities leads to an improved description of the short-range many-body effects beyond those captured in the slight changes in the electron density. Second, the MBD model accounts consistently for all orders of the correlation of the density fluctuations, leading to long-range many-body effects in the correlation energy beyond the pairwise description in TS. In the following paragraphs, we analyze the contributions of these three distinct effects—(i) the short-range effects captured in changes in the electron density, (ii) the short-range effects beyond those, and (iii) the long-range effects originating from higher orders of the electron correlation—to the 3-body interaction energy.

In an atomic pairwise method, such as TS, the only contribution to the 3-body interaction energy comes from changes of the polarizabilities due to the presence of the third body. In our case, these changes have two sources: first, the change of the polarizability of the middle sandwiched system (GR, C_{60}, or P) due to the presence of the second outer body (PY or CNT) with respect to the case with only a single outer body; second, the change of the polarizability of the outer body due to the presence of the middle body. Figure 1c presents the change in the TS polarizability of the sandwiched system in all three complexes along a dissociation path due to the presence of either one or two outer interacting bodies. The change is caused by the valence electron density of the system slightly shifting either toward or away from the intermolecular region, depending on the electronic structure of the interacting bodies. This shift subsequently either increases or decreases the effective atomic volumes (see eq 2), leading to a corresponding change in polarizabilities. This short-range many-body effect is described by the TS method through its dependence on the electron density, whereas it would be neglected altogether by methods that model the atomic polarizabilities based purely on geometrical considerations, such as the DFT-D3 method. In all three complexes, the presence of the two outer bodies leads to an approximately 2-fold change in the polarizability compared to a single body (Figure 1c), demonstrating a linear regime of this density perturbation. Of the three complexes, the effect is largest for PY−GR−PY where the polarizability is increased, explaining the substantial negative (binding) contribution of the TS method to E^{(3)} with respect to bare PBE for this complex. The other contribution to E^{(3)}—due to the change in the polarizability of the pyrene molecules in the presence of the graphene sheet—is negligible because the 2-body interaction energies of the outer bodies are small compared to those of the outer and middle body.

In the MBD method, the atomic density fluctuations are correlated in a collective manner, in contrast to the pair-by-pair correlations in TS. Because of the coupling to an underlying density functional, this correlation is range-separated, leading to two distinct mechanisms that contribute to the 3-body interaction energy on top of that already present in TS, as explained above. Figure 1d presents the short-range effect of these two, namely the screening of the atomic polarizabilities,
which is applied on top of the hybridization effects in the electron density captured by TS. In the two carbon-based complexes (PY−GR−PY and CNT−C₆₀−CNT), the screening shifts the polarizabilities in the opposite direction than the TS hybridization (Figure 1c), whereas in the phosphorene complex, the two effects are additive. We attribute it to the different structures of the graphene and phosphorene layers, leading to different geometrical patterns in the alignment of the fluctuating atomic dipoles. In particular, the purely planar structure of graphene discourages fluctuations in the out-of-plane direction, whereas the two layers of phosphorus atoms in a single phosphorene sheet and the covalent bonds between them easily allow for such fluctuations. The contribution of the other distinct feature of the MBD method—the higher-order correlation terms—can be analyzed by comparing the full MBD energy to only the second-order term, denoted MBD(2), which corresponds to 𝑛 = 2 in eq 5. The data in Table 2 reveal that this effect is dominant in the fullerene complex, whereas it is relatively small in the other two complexes. We explain this difference by CNTs being infinitely extended in one dimension, in contrast to the pyrene molecules, which are zero-dimensional.

Further expanding the range of investigated materials, we found that 𝐸(3) in the boron nitride (BN), molybdenum sulphide (MoS₂) and benzene (BZ) analogues of PY−P−PY (P replaced with BN or MoS₂, PY replaced with BZ, and combinations thereof) behaves qualitatively in the same way (see SI for details).

Theoretical guidance of practical material design is best achieved with qualitative rules like scaling laws. As an example of such a law, the 3-body interaction energy of a series of increasingly large fullerene dimers separated by a single graphene sheet scales nonlinearly with system size (Figure 2). Fitting a power-law function, 𝑎𝑁𝑏, to the data gives an approximate formula for the scaling,

\[ E^{(3)}(C_N \text{− GR} \text{− } C_N) \sim N^{0.67} \pm N^{2/3} \]

where \( N \) is the number of atoms in the fullerene molecule. We currently work on simplest possible analytical models that would be capable of explaining this dependence.

**CONCLUSIONS**

The tendency of modern material science toward nanoscale combined with the increasing importance of computational results in material design motivates the rapid development of vdW methods for DFT. The primary focus used to be the description of isolated complexes bound by vdW interactions. However, as more general and accurate methods for this in vacuo problem appear, the more the influence of material environment comes to the forefront.

In this work, we have demonstrated that a correct description of environmental effects within fragment-based vdW methods requires proper accounting for both short-range (electron density changes, short-range screening of polarizability) and long-range (higher-order energy terms) contributions. In particular, the relative magnitude of these effects rapidly changes across different nanocomposite materials. This finding has two major consequences. First, the neglect of subtle electronic effects in vdW interactions is even less justifiable for 3-body energies than for 2-body energies, and hence for predictions of environmental effects. Despite our results being only preliminary and requiring future studies to achieve deeper understanding of the role of many-body intermolecular interactions in nanoscale materials, it nevertheless becomes obvious that the development of vdW methods should target the accuracy for not only 2-body but for higher-body interactions as well. Second, the influence of material environments on noncovalent interactions is selective and specific rather than generic. This opens the possibility to tune vdW interactions in a given complex by suitably choosing the environment.
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**Figure 2.** Three-body interaction energy (using MBD) of two spherical fullerenes C₆₀sandwiching a graphene sheet, which is at distance of 3 Å (green) and 4 Å (yellow) from the fullerenes. A constant Hirshfield volume of 0.845 was used for all carbon atoms. Full data are available in Tables S1 and S2 in the SI.
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